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Geleitwort des Herausgebers 

Die Produktionstechnik ist für die Weiterentwicklung unserer Industriegesell-

schaft von zentraler Bedeutung, denn die Leistungsfähigkeit eines Industriebe-

triebes hängt entscheidend von den eingesetzten Produktionsmitteln, den ange-

wandten Produktionsverfahren und der eingeführten Produktionsorganisation ab. 

Erst das optimale Zusammenspiel von Mensch, Organisation und Technik erlaubt 

es, alle Potentiale für den Unternehmenserfolg auszuschöpfen. 

Um in dem Spannungsfeld Komplexität, Kosten, Zeit und Qualität bestehen zu 

können, müssen Produktionsstrukturen ständig neu überdacht und weiterentwi-

ckelt werden. Dabei ist es notwendig, die Komplexität von Produkten, Produkti-

onsabläufen und -systemen einerseits zu verringern und andererseits besser zu 

beherrschen. 

Ziel der Forschungsarbeiten des iwb ist die ständige Verbesserung von Produk-

tentwicklungs- und Planungssystemen, von Herstellverfahren sowie von Produk-

tionsanlagen. Betriebsorganisation, Produktions- und Arbeitsstrukturen sowie 

Systeme zur Auftragsabwicklung werden unter besonderer Berücksichtigung mi-

tarbeiterorientierter Anforderungen entwickelt. Die dabei notwendige Steigerung 

des Automatisierungsgrades darf jedoch nicht zu einer Verfestigung arbeitsteili-

ger Strukturen führen. Fragen der optimalen Einbindung des Menschen in den 

Produktentstehungsprozess spielen deshalb eine sehr wichtige Rolle. 

Die im Rahmen dieser Buchreihe erscheinenden Bände stammen thematisch aus 

den Forschungsbereichen des iwb. Diese reichen von der Entwicklung von Pro-

duktionssystemen über deren Planung bis hin zu den eingesetzten Technologien 

in den Bereichen Fertigung und Montage. Steuerung und Betrieb von Produkti-

onssystemen, Qualitätssicherung, Verfügbarkeit und Autonomie sind Quer-

schnittsthemen hierfür. In den iwb Forschungsberichten werden neue Ergebnisse 

und Erkenntnisse aus der praxisnahen Forschung des iwb veröffentlicht. Diese 

Buchreihe soll dazu beitragen, den Wissenstransfer zwischen dem Hochschulbe-

reich und dem Anwender in der Praxis zu verbessern. 

 

 

Gunther Reinhart Michael Zäh 
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1 Introduction 

1.1 Motivation and Objectives 
The environment of today’s production enterprises is characterized by shortened 
product life cycles, a rapidly growing number of products and variants, and fast 
technological advancements (REINHART 2003, p. 139; CISEK et al. 2002; p. 441). 
The resulting complexity in production has led manufacturing companies of
various industries towards a continuous reduction in the amount of in-house 
value creation (HAMPRECHT 2003, p. 12; KALMBACH & KEINHANS 2004, p. 5; 
WILDEMANN 2004, p. 7; DELOITTE 2005, p. 2). Components, subassembly 
groups, or even entire products are increasingly provided by suppliers (MILBERG

2000, p. 320). As a consequence, vendors are seeking identical actions, which 
has led to complex networks or supply chains (ZÄH 2003, p. 1). Thus, many re-
searchers (e. g. CHILD 1998, p. 322; CHRISTOPHER 2005, p. 5) emphasize compe-
tition between supply chains rather than rivalry among individual firms. This 
leads to strong interdependencies, as the capabilities of suppliers significantly 
determine the success of the buyer respectively the procuring production enter-
prise.

The results of a survey of 50 companies (from HABICHT & NEISE 2004) from the 
aerospace, automotive, electronics, and mechanical engineering industries, which 
was conducted during the course of this research, show that the ability of a poten-
tial supplier to deliver products in the specified quality as well as the delivery 
reliability are the priorities when a vendor is chosen. Figure 1 summarizes this 
finding in terms of the percentage of respondents who specified one of five levels
of importance for each of six supplier selection priorities. This is further elabo-
rated upon in Section  6.3.

In this thesis, quality is defined as the fulfillment of “the totality of characteris-
tics of an entity (product) that bear on its ability to satisfy stated and implied 
needs” of the customer (GEIGER 1994; ANDERNACH 2005, p. 5 et seq.). The qual-
ity level of a supplier is characterized by the percentage of parts that meet the 
quality definition. In turn, delivery reliability may be expressed as the 
amount/percentage of orders that are delivered to the customer in the right quan-
tity at the promised point in time (VDI 4400 ; ZSIDISIN 2003, p. 16).  

To achieve the desired supplier quality, many companies have a supplier certifi-
cation program in place to pre-assess a potential supplier’s capabilities, espe-
cially when the duration of the contract between the parties is long (PARK et al. 
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1996). Empirical research has shown that this measure has considerable effect (> 
30% reduction in defects, according to PARK et al. 1996, p. 111), but does not 
lead to perfect vendor quality (ACCENTURE 2005, p. 18). The remaining quality 
fluctuations are meant to be offset through various, sometimes contractually 
specified measures, such as inspection frequencies, which the supplier must carry 
out. Furthermore, suppliers often incur the cost of defective parts and addition-
ally pay a quality penalty when faulty parts are delivered. Nevertheless, as dis-
cussed in Section  2.3, perfect quality is seldom achieved in most industries. 

20

26
29

27

48
58

79
69 65

32 27
18

5
1

Price

1

Quality

5

Delivery 
reliability

27

13

1
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1 (very important) 2 (important) 3 (indifferent) 4 (less important) 5 (not important)1 (very important)1 (very important) 2 (important)2 (important) 3 (indifferent) 3 (indifferent) 4 (less important)4 (less important) 5 (not important)5 (not important)

Figure 1: Supplier selection priorities based on a survey with 50 companies 

(ZÄH et al. 2005, p. 123) 

In the view of this thesis, a significant increase in supplier quality can sometimes 
be achieved through offering the supplier a financial incentive when perfect
quality is delivered, rather than solely employing incoming inspection and penal-
ties as a threat. Therefore, the first objective of this thesis is 

1. to assist the management of supplier quality by deriving the conditions under 
which a supplier is at least indifferent for delivering perfect or imperfect qual-
ity, to enhance the quality levels in the industry. 
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Achieving high delivery reliability is often equated to the term Supply Chain 
Management (SCM), which has been defined in many ways, for example: the 
scope of the supply chain “encompasses all activities associated with the flow 
and transformation of goods from the raw materials stage, through to the end-
user, as well as the associated information flows” and SCM “is the integration of 
these activities through improved supply chain relationships, to achieve a sus-
tainable competitive advantage” (HANDFIELD & NICHOLS 1999, p. 2). The goals 
of this integration are to reduce uncertainty and risks in the supply chain, thereby 
positively affecting lead time, inventory levels, and, ultimately, end-customer 
service levels (adapted from CHASE et al. 1998, p. 466; STEVENS 1989, p. 3). 

To achieve this close interaction between supply chain partners and high delivery 
reliability, most companies have concentrated on implementing costly informa-
tion technology (IT) (VON STEINÄCKER & KÜHNER 2001, p. 61). Nevertheless, 
the results of a global investigation with 196 participants from diverse industries, 
conducted by Booz Allen & Hamilton, found that the implemented IT-solutions 
had not complied with their expectations (HECKMANN et al. 2003, p. 2). For in-
stance, this could be illustrated with the study by ACCENTURE (2005), that found 
that average delivery reliability was 84.6% in the capital goods industry. 

Hence, many authors (PFOHL et al. 1998, p. 30; VON STEINÄCKER & KÜHNER

2001, p. 61; BAUMGARTEN et al. 2003 p. 10; DYER 2004, p. 76, HAMMER 2001, 
p. 81; BULLINGER & KÜHNER 2002, p. 257) agree with Booz Allen & Hamilton’s 
supplementary finding (HECKMANN et al. 2003, p. 4) that available information 
must be complemented by an organizational design of the involved production 
systems for a supply chain to unfold its full potential. Nevertheless, a series of 
surveys in regard to the contemporary level of integration among supply chain 
partners, published by the Supply Chain Management Review (POIRIER & QUINN

2003, p. 44; POIRIER & QUINN 2004, p. 27) illustrate that most companies are 
still optimizing their networks on a local basis and have not yet profoundly em-
barked on viewing the supply chain as a whole. FROHLICH & WESTBROOK (2001, 
p. 190) concluded that only about 14% of the 322 analyzed firms practice exten-
sive optimization efforts in cooperation with their suppliers.  

The reason for this disintegration may be that, as opposed to a proposition by 
FISHER (1998), most supply chains are not designed specifically for a given 
product, but “evolve on a somewhat ad hoc basis” (TOMLIN 2000, p. 14) and an 
ex post reorganization of the involved production systems is highly complex 
(KLEER 2005, p. 6). This industrial practice may be explained through the results
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of a study carried out by the Center for Enterprise Sciences (BWI) of the Swiss 
Federal Institute of Technology Zurich, which revealed that 50% of the 200 par-
ticipating companies felt that they lack a structured approach for implementing 
SCM (NIENHAUS et al. 2003, p. 14) and thus, lack the ability to configure reliable 
supply chains.  

Thus, the second objective of this thesis is 

2. to provide the means for buyers to efficiently and effectively ascertain the 
delivery reliability of potential suppliers by accounting for the organizational 
integration of the production systems of the supply chain. 

1.2 Focus and Delimitation 
To achieve the above objectives, this thesis focuses on supply chains involved in 
the production of discrete products (as in the automotive, mechanical engineer-
ing, electronics, and aerospace industries) that have a convergent product struc-
ture, or consist of multiple sub-assembly groups or components, requiring multi-
ple process steps and are subject to continuous but not necessarily constant de-
mand (for a classification of products, see SCHÖNSLEBEN 2004, pp.  110).  

Consequently, permanent (see GUDEHUS 1999, p. 37), multi-site and/or company 
networks are investigated, as opposed to temporary, cross plant activities, that are 
common to competence networks (see BROSER 2002, p. 5; NEISE 2002, p. 161). 
Collaboration forms (see DATHE 1998, p. 85) such as fusions, consortia, strategic 
alliances or joint ventures, etc. will not be considered, since these constructs are 
primarily concerned with legal issues (for a differentiation of network relation-
ships see SCHLIFFENBACHER 2000, p. 22 et. seq.). 

Even though various descriptions of SCM exist, this thesis employs the definition 
provided in Section  1.1. Alternative descriptions “may differ in terminology, but 
are reasonably consistent in meaning” (TOMLIN 2000, p. 13). One exception is a 
differentiation criterion, pointed out by SEURING (2001, p. 4), who distinguishes 
two groups of authors in this regard. The first group views SCM as the cross-
enterprise coordination of material and information flows (e.g., KOPCZAK 1997, 
p. 226; FIALA 2005, p. 1), whereas, the second group emphasizes that product 
design processes must additionally be included into the scope of SCM, since the 
product structure significantly affects the supply chain design (e.g., FEITZINGER

& LEE 1997, p. 117). The latter view fully corresponds to the understanding pre-
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vailing in this thesis. Nevertheless, this research is mainly concerned with deriv-
ing organizational guidelines for a given product type and for this reason, the
initially proposed definition is sufficient for this investigation. 

A further delimitation of the focus of this thesis can be derived from the SCM 
task reference model (Figure 2), developed by the SCM Competence and Trans-
fer Center (SCM-CTC), an independent research group consisting of the Fraun-
hofer Institutes in Dortmund (IML) and Stuttgart (IPA) and the BWI of the Swiss 
Federal Institute of Technology Zurich (see SCM-COMPETENCE-AND-TRANSFER-
CENTER 2005). As are many models for describing SCM tasks (see e.g., 
GANESHAN et al. 1999, p. 848) it is also subdivided into strategic, tactical, and
operational levels.  
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Figure 2:  SCM task reference model of the SCM-CTC (adapted from 
HIEBER 2005, p. 24) 

In representing the strategic level, strategic network design is primarily con-
cerned with the cost efficient configuration and design of the network over the 
long-term (KUHN & HELLINGRATH 2002, p. 156). According to FLEISCHMANN et 
al. (2000, p. 63) long-term decisions involve strategic sales planning, definition
of the product and material program, determination of plant locations, specifica-
tion of the physical distribution structure, supplier selection, cooperation ar-
rangements, and design of the production systems (see also ROHDE et al. 2000, 
p. 10).
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The main focus of the tactical level is on the allocation of resources (such as per-
sonnel, materials, and production capacities) within the production network, to 
meet the expected and forecasted demand. Thus, demand planning represents the 
basis for network supply planning, which disaggregates end product demand, 
according to the responsibilities of the supply chain partners that, in turn, conduct 
long- to mid-term supply, production, and distribution planning. The order prom-

ising task is the interface between the tactical and the operational levels. It serves 
to respond to customer inquiries by determining the earliest possible delivery 
date and by confirming the demanded product configuration. 

The operational level is concerned with customer order management, including 
all related (short-term) planning and control functions (GÜNTHER & LAAKMANN

2002, p. 4). These tasks encompass warehouse management, short-term produc-
tion planning and control, as well as transportation planning and execution. Sup-

ply chain event management is concerned with monitoring these supply chain 
activities to identify and control potential deviations in regard to such items as 
inventory levels or customer due dates. The above stated assignments are sup-
ported through network information management that can be summarized as the 
integration and communication of operational data, which is administered 
through information systems (e.g., Enterprise Resource Planning) within and 
across the participating firms or sites (KUHN & HELLINGRATH 2002, p. 156).

As depicted in Figure 2, the focus of this thesis lies within the strategic network 
design, which is mainly intended to support the subtasks of the supplier selection
as well as the cooperation arrangement. 

As HIRSCHMANN (1998, p. 9 et. seq.) has shown, a single definition of the term 
“cooperation” is not easily derived. Thus, this thesis concentrates on an aspect of 
cooperation arrangement, as discussed by TSAY et al. (1999, p. 304). They high-
light the impact that supply chain contracts, which define the rights, responsibili-
ties, and financial duties of supply chain partners, have on inventory and service 
levels, and, especially relevant for this thesis, quality. Thus the increase of sup-
plier quality will be mitigated through the design of a robust contractual agree-
ment between the buyer and the supplier. 

Regarding supplier selection, the focus of this investigation is on the interplay 
between the structural and the process organization of the involved production 
systems, as many researchers emphasize the importance of this interaction for 
reducing inventory levels and reaching the desired delivery reliability (see e.g., 
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WIENDAHL 2002, p. 83). In this context, the structural organization refers to the 
assembly and fabrication units of the supply chain partners and the process or-
ganization prescribes the rules for the (spatial and) temporal conduct of activities 
within the supply chain (see FRESE 1999, p. 3-1 et. seq.; REFA 1990, p. 27). 
Warehouse and transport management will not be considered specifically, as the 
first task is mainly concerned with the efficient monitoring, storage, and retrieval 
of materials within warehouses and has little effect on the overall supply chain 
organization. The second task is primarily a combinatorial problem, for which 
efficient algorithms have been identified and are implemented in off-the-shelf 
SCM software. 

1.3 Thesis Structure 
The preceding sections provide a general understanding of the objectives of this 
thesis. Further, the elements of supply chain management, the industries with 
respect to range of products, and the network attributes relevant to the investiga-
tion have been specified. 

As depicted in Figure 3, the remainder of this thesis is arranged as follows: Chap-
ters 2 to 4 deal with the increase of supplier quality. As a basis for this research, 
current industrial practices and concepts in the literature are reviewed and their 
implications are discussed in Chapter 2. Using these insights, an incentive struc-
ture, based on two different strategies in repeated games, namely the Grimm 
Trigger and the Limited Retaliation strategies, is derived Chapter 3. These ideas 
are applied to two industrial case studies in Chapter 4 and the chapter concludes 
with a presentation of managerial implications, based on the analysis of enhanced 
supplier quality. 

Chapters 5 through 8 are dedicated to the increase in delivery reliability of sup-
pliers. In Chapter 5, a review and discussion of the current literature gives an 
overview of the qualitative and quantitative models used for describing supply 
chains and the increase in delivery reliability. The insights of the qualitative  
literature review are then used as a basis for deriving a determinant model for 
describing the supply chains in Chapter 6. This model is employed for the design 
of a survey of companies in the mechanical engineering, automotive, and aircraft 
industries. The data collected during this investigation is used in a statistical 
analysis to show that supply chains are often organizationally disintegrated. 
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Chapter 6 is concluded with a list of requirements for deriving simulation models 
for selecting reliable suppliers. 
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Figure 3: Thesis structure  

In Chapter 7, the concept of systems dynamics modeling is introduced. Subse-
quently, a model for assessing the value of organizational integration in terms of 
delivery reliability is derived, which is based on the determinant model  
developed in Chapter 6. An industrial case study is described in Chapter 8, which 
demonstrates the applicability of the developed System Dynamics models. A 
summary of the presented research, as well as a recommendation for future in-
vestigations are given in Chapter 9. 
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2 Review of Supplier Quality Management in Prac-

tice and Literature 

2.1 Introduction 
As mentioned in the previous section, the following chapters focus on the first 
objective of this thesis, which is to assist the management of supplier quality 
through deriving conditions under which a supplier is at least indifferent between 
delivering perfect or imperfect quality, to enhance quality levels in industry. 

To achieve this, the research process depicted in Figure 4 has been applied, and 
will be elaborated upon in the following chapters. 

Develop 
understanding of 
industrial practice

Analyze 
shortcomings of 
current research

Build theory
Apply theory to 
industry & verify 

assumptions

Iteration

Develop 
understanding of 
industrial practice

Analyze 
shortcomings of 
current research

Build theory
Apply theory to 
industry & verify 

assumptions

Iteration

Figure 4: Research process applied for enhancing supplier quality 

In the first step, informal interviews with production managers and a study of 
supplier quality management guidelines were used to understand industrial prac-
tice. This knowledge was then applied to analyze the shortcomings of current 
research and to resolve these through building an advanced theory. The applica-
tion of the newly found concepts to an industrial case study was conducted to 
probe for a need for possible refinements of the theoretical considerations.  

2.2 Supplier Quality Management in Industrial Practice 
As indicated in the previous section, four companies were interviewed (one from 
aerospace, two from automotive, and one from mechanical engineering) and ten 
vendor quality guidelines published by firms of the aerospace (AEROJET 2005, 
AVIBANK 2005, EATON 2005), automotive (BOSCH 2005, SOUTHCO 2005, 
TOWER-AUTOMOTIVE 2005, WEBASTO 2005) and electronics (OPTEK-
TECHNOLOGIES 2005, PACIFIC-SCIENTIFIC 2005, SATURNEE 2005) industries 
were reviewed to better understand supplier quality management practices. As a 
result of this analysis, six supplier quality management activity clusters were 
identified, which are summarized in Figure 5. 
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Figure 5: Supplier quality management activity clusters based on current 

industrial practice 

The first group of quality management activity contains general measures for the 
supplier selection process, such as reducing the supplier base and defining the 
required quality management standards for the vendor (e.g. ISO 9001: 2000 or 
buyer specific standards). These standards are assessed by the buyer during on-
site process audits of the supplier’s overall manufacturing system. Some compa-
nies have organized their procurement employees so that their staff is responsible 
for certain parts, rather than for a number of suppliers. With this organizational 
structure, these companies achieve close monitoring. One difference among the 
various industries is that the aircraft manufacturers emphasize that standards 
must not only be fulfilled by the vendor, but must also be implemented at the 
supplier’s vendors.  

The second group of quality management activity focuses on changes in the 
product and the supplier’s production facility. All of the analyzed companies re-
quire an approval request by the supplier in case of a change in the product de-
sign, production processes, or tools. Some of these companies also require notice 
when the testing and calibration method (mainly in the aircraft industry), the 
maintenance program, or specified shipping and packaging procedures are modi-
fied. Few firms provide their suppliers with extensive support in regard to  
product and process design prior to the product launch. 

The third group of quality management activity focuses on measures that ensure 
product quality during the product life cycle. For example, suppliers are expected 
to conduct statistical process control (measured by the Process Capability or the 
Process Performance Indexes, Cpk or Ppk, respectively), inspect parts and carry 
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out 6-sigma initiatives. In this group, a distinct feature of the aircraft industry is 
that parts are sometimes inspected through the buyer or a third party at the sup-
plier’s premises, and test reports must be delivered with the part for them to be 
accepted.

The fourth group of quality activity addresses actual supplier quality through ac-
tions such as performance measurement reports (e.g., ppm) and supplier rank-
ings. Upon detecting quality problems, buyers issue corrective action requests, to 
which suppliers must respond in the form of action plans within a certain time 
window. Some companies (except the aircraft industry) convey the quality cost 
to their suppliers and let them incur a penalty according to the reviewed supplier 
quality guidelines. A procurement manager from the automotive industry re-
ported that some of his suppliers are charged a flat rate of 1.1 times the part 
price, if defects are identified. This factor may increase significantly for vendors 
that have severe quality issues. Penalties may not be enforced, however, espe-
cially when the buyer depends on a supplier with considerable market power, as 
discussions with four production managers revealed. 

From the interviews, a fifth group of quality activities was identified, consisting 
of preventive measures that include incoming quality inspection or sampling, and 
quality-related safety stock. Some buyers record lot numbers to detect the root 
causes of deficiencies and to identify other potentially defective parts. 

The last group of quality management measures comprises the prescription of 
continuous improvement activities to reduce the supplier’s failure rate and re-
quired internal quality cost. All of the interviewed companies emphasized that 
they are willing to pay a higher part price, if quality levels rise to their expecta-
tions.

2.3 Implications from Industrial Practice 
With reference to the preceding section, the aerospace industry is assumed to 
have the strictest quality management measures, which could stem from the high 
safety regulations required to ensure a reliable product. This assumption may 
also be based on an aerospace industry report by CAPS-RESEARCH (2005), which 
states that the 17 analyzed companies have a mean supplier quality of 100%. 
Aircraft manufacturers require evidence of quality tests from their suppliers and 
some of the industry OEMs inspect the products quality conformance at the sup-
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pliers' site. Finally, this industry seems to be strongly influenced by n-tier1 sup-
pliers in terms of the enforcement of quality management standards. 
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Figure 6: Survey of industrial quality levels (extracted from ACCENTURE

2005 and KREUTZER 2004) 

Although empirical data is sparse, the quality levels realized by aircraft manufac-
turers are not matched by those of other industries. As depicted in Figure 6, the 
ACCENTURE (2005) study concluded that the average quality conformance rate is 
95.7% over the retail, consumer, and capital goods industries. 

A benchmark study (KREUTZER 2004) with data obtained from the 2004 “Factory 
of the Year” award (hosted by A.T. Kearney) shows that the top quartile of the 
participating German automotive suppliers spends an average 8.3% of their total 
cost for external failures (including warranty cost, cost due to insufficient parts, 
and administrative spending). In comparison, external failure cost amounts to 
11.8% in other industries (top quartile). 

Even though the proportion of warranty cost due to, for example, insufficient
product design may be more significant, these numbers suggest that quality is-
sues exist in the industry. Interestingly, the cost of quality (defect prevention, 
testing and cause elimination cost) is only 0.8 to 1.4% of the overall cost, accord-
ing to this survey, which implies that suppliers seek to minimize quality cost. 
Thus, some sort of motivation needs to be provided by the buyer to ascertain high 

1 A first-tier supplier is one that delivers products to the OEM and is thus one stage before the customer. 

The products of an n-tier supplier thus go through n stages before they are transferred to the customer. 



 2.4 Supplier Quality Management Research 

13

quality levels. This could be a financial incentive, a penalty or, as in the aero-
space industry, a rigid form of supplier control. 

2.4 Supplier Quality Management Research 
An overview of the literature on the management of supplier quality has been 
provided by TSAY et al. (1999), which is employed as an outline for this section. 
The authors group the contributions to this field into three categories, namely: 
economics, inventory management, and game theoretic supply chain research. 
With regards to the first category, TIROLE (2003) offers an extensive overview of 
economic quality models. To differentiate products, he classifies search, experi-
ence, and credence goods (as in DARBY & KARNI 1973 and NELSON 1970). The 
first type encompasses products, for which the quality can be ascertained before 
the purchase (e.g., clothing). In the case of experience goods, the quality is learnt 
subsequent to procurement. If the quality of a product cannot be assessed at all, it 
is categorized as a credence product (e.g., toothpaste).  

For the supply chain relationships addressed in this thesis, products belong to the 
group of experience goods, because the quality of products and thus the expected 
quality are learnt each time the parts are actually delivered. This is the case even 
though the supplier’s manufacturing system may have been assessed, or the first 
parts have been inspected before the start of the relationship.  

The economic models for experience goods, discussed by TIROLE (2003), focus 
on quality levels as one of the supplier’s management choices. They concentrate 
on optimal quality levels as a reaction to a given level of customer appreciation 
for quality to attain the best possible profit. Since, in the production industry, a 
detailed definition of quality is provided to the supplier by the buyer, the level of 
quality is not a management choice but a requirement. This quality level may or 
may not be fulfilled by the vendor depending on the incentive structure of the 
arrangement. Nevertheless, one of TIROLE ’s (2003) findings, relevant to this the-
sis, is that warranties (or penalties) granted by the supplier can be interpreted by 
the buyer as a signal for high quality prior to supplier selection. Second, repeated 
purchases offer the consumer valuable information regarding the expected qual-
ity. As the relationship between a buyer and a supplier is usually based on long-
term agreements, this knowledge can be used to redefine the boundary conditions 
of procurement for the duration of the relationship.  
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Another economic evaluation of the cost of production quality has been devel-
oped by TAGARAS & LEE (1996). They consider a buyer who has the opportunity 
of increasing the quality of a procured part by paying a higher part price. The 
part is defective with the probability p and the buyer’s production process, for 
which the part is an input, fails with the probability of q. From the cost that arises 
when the input is defective (r1), or when the buyer’s process fails (r2), or when 
both apply (r12), the buyer’s expected unit quality cost may be calculated as Φ(p) 

= p(1-q)r1 + q(1-p)r2 + pqr12. From the quality cost and the unit purchase cost 
C(p) (which is assumed to be either linear or quadric), the total acquisition cost 
K(p) may be derived. The analysis reveals that the buyer’s choice of supplier 
quality depends not only on the vendor’s price but also on the buyer’s own proc-
ess capabilities. Thus, under certain circumstances, the buyer is better off when 
lower quality is procured. 
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Table 1: Conditions under which zero defects is an optimal policy (see STARBIRD

1997, p. 527) 
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L Supplier's delivery lot size 

n Buyer's sample size 

c Buyer's acceptance size 

λ Buyer's demand rate 

i Supplier's inventory holding cost 

K Supplier's set up cost 

r Cost of a lot returned by the buyer 

m, a, b Parameters of the supplier's quality cost function 

The body of inventory management literature focusing on quality issues is broad. 
It mainly discusses optimal stock levels or order sizes when dealing with varying 
supplier quality. For instance, STARBIRD (1997) developed a model that identi-
fies conditions under which delivering zero defects is an optimal strategy for an 
expected cost minimizing supplier facing a buyer with a fixed sampling policy. 
These conditions are a function of the buyer’s sample (n), acceptance size (c), 
and demand rate (λ), as well as the supplier’s delivery lot size (L), inventory 
holding (i), pass-through (r – the cost of a lot returned by the buyer) and set-up 
cost (K). As shown in Table 1, the model yields different conditions, depending 
on the nature of the supplier’s quality cost function (with parameters m, a, and b; 
see STARBIRD 1997, p. 522), which is assumed to be either linear, exponential, or 
asymptotic. 

Further examples of such research include that by ALICKE (2003) or HUANG

(2004), though they are not directly related to this thesis, which has the objective 
to prevent deficiencies of procured parts, rather than coping with them. 

The game theoretic literature relating to supplier quality management is sparse, 
but most relevant to the ideas elaborated in the following sections. 

The most important model has been developed by REYNIERS & TAPIERO (1995). 
They model the effect of contract parameters, such as price rebates and after-
sales warranty cost, on the choice of quality by a supplier, the inspection policy 
of the producer, and the resulting end-product quality. The underlying assump-
tion of their investigation is that the supplier chooses a technology ti (for  
simplicity: i = 1, 2; production cost and quality are increasing in i) and this 
choice is not observed by the buyer, who, in return, independently decides upon 
an inspection policy. Further, it is assumed that the contract between the two par-
ties “stipulates penalties for defectives as follows: if a part is found defective by 
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the buyer, a rebate (∆ π) is paid by the supplier, which in effect reduces the price 
(π) of the part to the producer. The supplier incurs a repair cost (C) and the buyer 
is supplied with a non-defective part. If a defective part is not detected by the 
buyer and consequently delivered to the end-customer, the manufacturing and 
post-sales cost is shared between the supplier and the manufacturer, according to 
an a priori defined quota (αR). 
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v(q,x) Supplier’s expected payoff 

u (q,x) Buyer’s expected payoff 

q Buyer’s inspection probability 

x Probability of supplying bad part 

Π Price for unit from supplier 

∆π Price reduction for defective parts 

pi Probability of a defective part with technology i = 1, 2 

C Repair cost C incurred by supplier 

Ti Unit cost borne by supplier with technology i = 1, 2 

R Post sales failure cost 

α Fraction of post sales failure cost borne by buyer 

M Buyer’s inspection cost 

θ Buyer’s selling profit 

2 * indicates optimal parameter set (NE) 
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With x, as the probability of low quality being supplied by the vendor, and q, as 
the inspection policy of the buyer, the expected payoffs can be deducted for the 
supplier (formula (1)) and the buyer (formula (2)).  

To find reaction functions, REYNIERS & TAPIERO (1995) optimized these equa-
tions in regard to x and q, respectively, thereby obtaining formulas (3) and (4) as 
the unique Nash Equilibrium (NE)3 for this bimatrix game (plotted in Figure 7). 

Consequently, for a given buyer inspection policy q, the supplier will set x (the 
quality policy) according to the following rule: x = 1 if q < q*, x = 0 if q > q* and 
x is equal to any x ∈ [0, 1] if q = q*. On the other hand, the buyer will react to a 
given quality policy x with the following inspection policies: q = 1 if x > x*, q = 
0 if x < x* and q = any q ∈ [0, 1] if the reaction functions intersect.  
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Figure 7: The unique Nash Equilibrium (NE) of the quality game (REYNIERS

& TAPIERO 1995, p. 1584) 

An analysis of these results for various parameter values leads to the three main 
results:

• The probability that the buyer inspects increases with the relative production 
cost differential ∆T / ∆p (where ∆T is the incremental cost of better techn-

3 A Nash Equilibrium is a set of strategies, one for each player, such that no player has incentive to uni-

laterally change his action. Players are in equilibrium if a change in strategies by any one of them would 

lead that player to earn less than if she remained with her current strategy. 
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ology and ∆p is the incremental probability of a defective part using the infe-
rior technology). 

• The probability of using inferior technology increases with the buyer’s in-
spection cost m.

• The final quality of the supplier-buyer chain is a decreasing function of the 
proportion of the warranty cost borne by the supplier, a decreasing function of 
the buyer’s inspection cost and an increasing function of the ratio ∆T / ∆p.

LIM (2001) developed a model with identical parameters as those of REYNIERS & 
TAPIERO (1995) for considering the trade-off between inspection and warranty 
schemes under asymmetric information4 and in regards to the supplier’s technol-
ogy type. By utilizing the revelation principle5, LIM (2001) concludes that the 
supplier’s expected amount of compensation cost per defective unit (either as a 
price rebate or as a warranty) is constant and independent of the technology type 
of the supplier. Furthermore, he finds pooling equilibria6 for situations in which 
the buyer has to share the cost of the compensation schemes. Thus, a critical 
level of technology exists such that the buyer always conducts inspection, 
whereas a warranty scheme is preferred if the quality level is superior to the criti-
cal value. 

2.5 Implications from Research 
The models developed by REYNIERS & TAPIERO (1995) and LIM (2001) assume 
that the level of technology cannot be anticipated by the buyer, which is not the 
case in industrial practice, since process audits of the supplier are commonly 
used (see group 1, Section  2.2). Thus, the buyer can get some notion of the sup-
plier’s process capability and required quality measures (see group 2, Section 
 2.2).

4 In economics and contract theory, an information asymmetry is present when one party to a transaction

has more or better information than the other party (refer to GIBBONS 2004). 

5 To any Nash Equilibrium of a game of incomplete information, there corresponds an associated 

revelation mechanism that has an equilibrium where the players truthfully report their types, e.g. a bad 

quality or a good quality supplier (refer to SALANIÈ 1997). 

6 A pooling equilibrium is the optimal choice for various types of players. 
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Furthermore, REYNIERS & TAPIERO (1995), LIM (2001), and STARBIRD (1997) 
focus on incoming inspection for sampling policies and compensation schemes 
that a buyer must adopt to obtain high quality levels from a supplier.  

The numbers cited in Section  2.3 suggest that, especially with today’s continu-
ously decreasing profit margins, suppliers will sometimes take the risk of paying 
a penalty to save quality cost. Thus, the approach of this thesis is to mitigate the 
risk of low quality by offering the supplier a higher part price when quality is 
delivered and when the required quality measures are carried out. This is in line 
with the statements of the interviewed production managers (see group 6) and 
with the assumptions of TAGARAS & LEE (1996).  

The parameters for modeling supplier management, employed by REYNIERS & 
TAPIERO (1995) and LIM (2001), seem sufficient in terms of industrial practice. 
Nevertheless, these authors did not incorporate the repeated nature of the sup-
plier-buyer relationship, as pointed out by TIROLE (2003), into their models. In 
the view of this thesis, conditioning the actions of the involved parties on the be-
havior of their counterparts is an important aspect for the design of a supplier 
quality management model. 

In summary, it may be stated that three main shortcomings of current literature 
will be addressed by this thesis. 

Firstly, the quality level and cost of the supplier is not viewed as private informa-
tion of the vendor, as historical data can be investigated by the buyer to obtain 
knowledge on the supplier's quality level. In addition, the cost of quality can be 
made explicit by the supplier (e.g., in the proposal to the buyer) or estimated by 
the buyer. 

Secondly, the models developed in current literature often employ incoming in-
spection of supplier parts as a measure to force the supplier to incur the required 
cost of quality. In this practice, cost is incurred on the buyer as well as on the 
supplier side. This thesis aims at developing a mechanism through which the 
value of this cost is invested into the quality system of the manufacturing system 
of the supplier to eventually reduce cost for both parties through the resulting 
quality improvements. 

Thirdly, the repetitive nature of the relationship of the supplier and the buyer is 
viewed as a cornerstone of the models that will be developed in the following 
chapter.
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3 Incentive Structures for the Management of 

Supplier Quality 

3.1 Introduction to Game Theory 
Game theory attempts to mathematically capture behavior in strategic situations, 
in which an individual's or a company's success in making choices depends on 
the choices of others. This is also the case in supplier quality management, as the 
quality choice of the supplier strongly influences e.g., the price the buyer is will-
ing to pay for the good, the level of incoming quality inspection and, most impor-
tantly, his ability to deliver the end product to the final customer on time.  

Traditional applications of game theory attempt to find Nash Equilibria in these 
games, which may be described as sets of strategies in which individuals are 
unlikely to change their behavior. Thus, a game must be designed in such a way 
that the desired outcome is the best choice for each player and no player will uni-
laterally deviate from the according strategy. 

Contrary to one stage games, players have the opportunity of conditioning their 
behavior on past actions of the other players in a repetitive game. This means that 
in repeated games, players have the opportunity of building trust by acting in a 
cooperative way, but also punishing other players for non cooperative actions.  

To capture the repetitive nature of the procurement process and to establish co-
operation as a best choice for the supplier and the buyer, the theory of repeated 
games (refer to FUDENBERG & TIROLE 2000, GIBBONS 2004, RATLIFF 2004) is 
utilized to derive an incentive structure for suppliers in this thesis.  

3.2 Repeated Games and Quality Management 
A repeated game consists of a finite or infinite series of stage games G, which 
involve a player set I = {1 ,…, n}. Hence, two players are in the supplier-buyer 
relationship and every delivery of parts represents a stage game. 

In each stage, each player’s actions are a choice from their action space Ai. The 
space of possible action profiles is thus A = iIi AX ∈ . For each player, the set of 
actions available, in any period of the game, is the same regardless of which pe-
riod it is and which actions have taken place in the past. Following the discussion 
in Section  2.5, the supplier’s actions are to deliver imperfect (q) or perfect quality 
(q100), while the buyer can pay a price that includes a quality premium (w*, i.e. 
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w* - w equals the quality premium) or just the common market price (w) com-
bined with a penalty (see group 4 in the industrial practices in Section  2.2).

Each player has a von Neumann-Morgenstern utility function7 defined by the 
outcomes of G, and every player’s ultimate payoff is an additively separable
function of the discounted per-period payoffs, if G is played several times. The 
payoffs to the players from the stage game in any period depend only on the ac-
tion profile played in that period and, therefore, on the quality level of the sup-
plier and the part price paid by the buyer.  

In repeated games, the typical “standard signaling” assumption is made. This 
means that the play which occurred in each repetition of the stage game is re-
vealed to all players before the next stage game. Combined with perfect recall, 
this allows subsequent choices to be conditioned on the past actions of other 
players. These properties of repeated games fit particularly well with the nature 
of the quality management process, because the buyer learns the quality level of 
the supplier each time parts are delivered. The buyer records this knowledge in 
the form of performance reports and can decide upon quality management ac-
tions based on these metrics (see group 4 in section  2.2, Figure 5).  

The first period of the game is labeled t = 0, whereas the final period, if it exists, 
is period T. Thus, the repeated game comprises a total of T+1 periods. Since a 
supplier will usually seek to deliver parts to a buyer for longer than a single 
product life cycle, the game is reasonably assumed to be played for an infinite 
number of stages (n), as the supplier does not know when the game will end. 

An action, which player i executes in period t, is referred to as t
ia . The action 

profile played in period t then is the n-tuple of the individuals’ stage game ac-
tions )...,,( 1

t
n

tt aaa = . As the players are allowed to condition their stage game 

action choices in later periods upon actions taken earlier by other players, they 
base their decisions on the history of the game. The history, at time t, is defined 
as ht = (a0, a1, …, at-1) and the specification of ht thus includes within it a defini-
tion of all previous histories. For instance, the history ht is a concatenation of ht-1

with the action profile at-1. The set of all possible histories is thus the t-fold Car-
tesian product of the space of stage game action profiles A. 

                                             

7 A player possesses a von Neumann-Morgenstern utility function if he is indifferent between receiving a 

given bundle or participating in a game with the same expected value. 
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As mentioned above, player i 's period-t stage game strategy t
is  is a function of 

this history, where )( tt
i

t
i hsa =  is the action profile that would be played in period 

t if the previous play had followed ht. A player’s stage game action in any period 
and after any history must be drawn from the player’s action space for that pe-
riod, but because the game is stationary, the stage game action space Ai does not 

change with time, which may be expressed as i
tt

i
t AhsAhtIi ∈∈∀∀∈∀ )()()()( . 

The period-t stage game strategy profile is thus described as ),...,( 1
t
n

tt
i sss = . Us-

ing stage game strategies as building blocks, player i’s strategy for the repeated 
game is expressed as ),...,,( 10 T

iiii ssss = . When the repeated game strategy profile 

s is played, the payoff to player i is defined as: 

))(()(
0

tt
ii

T

t
i hsgsu ∑

=

= δ (5) 

where δ  is the common discount factor, which may be interpreted as an expres-
sion of time preference, and gi is the stage game payoff resulting from the strat-
egy profile. A repeated game strategy profile is a Nash Equilibrium for all play-
ers i when 

),(maxarg iii
iSis

i ssus −
∈

∈ .8 (6) 

A subgame-perfect equilibrium strategy profile is one where the restriction of s

to any subgame is a Nash Equilibrium strategy profile in that subgame9. 

3.3 Incentive Structure based on a Grimm Trigger Strat-
egy 

To derive conditions under which a supplier will deliver perfect quality, a Grimm 
Trigger strategy is employed (for a model of the efficiency of employment, see 
SHAPIRO & STIGLITZ 1984). This strategy prescribes cooperating in the initial 
period and then cooperating as long as both players have cooperated in previous 
periods. Following the action spaces Ai of the supplier and the buyer, defined in 

                                             

8 arg max is the value of the given argument for which the value of the given expression attains its 

maximum value. 

9 A subset or piece of a sequential game beginning at some node such that each player knows every ac-

tion of the players that moved before him at every point 
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the preceding section, the Grimm Trigger strategy for the infinitely repeated 
game between the buyer and the supplier can be expressed as follows: 

     a0 = (w*, q100)

   )( tt
i hs at = (w*, q100) if a

t-1 = (w*, q100)

     at = (wr, q) otherwise

(7) 

As shown in Figure 8, this means that the buyer will pay the supplier a part price 
of w*, which includes a quality premium, in the first period of the relationship 
and continue to do so, provided that perfect quality is delivered. 

Desired equilibrium path – Grimm Trigger strategy
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w* = Part price with quality premium
wr = Market price with penalty
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wr = Market price with penalty

Figure 8: Equilibrium path for the Grimm Trigger strategy 

If the supplier does not provide high quality, the buyer will pay the market price 
w and charge a penalty r (indicated by wr) for the remainder of G(t). The supplier 
will comply with the arrangement, provided that the buyer will pay w* when 
high quality is delivered. 

The sequence of events for the design of such an agreement is as follows:  

1. The buyer (with perfect production processes) selects a supplier that is ca-
pable of producing the desired parts and inspects the supplier’s manufac-
turing system (which is realistic, as mentioned in Section 2.1 – group 1). 

In doing this, the buyer acquires knowledge in regards to the process capability 
and the quality cost of the supplier. The first can be measured by the probability 
(p) that a shipment of parts will include only good parts, which must be derived 
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from historical data such as internal quality reports, process capability histograms 
or previous experience. Based on this knowledge and the definition of required 
quality measures (as described in Section 2.1 – groups 2 and 3), the cost of qual-
ity per part (qs) may be assessed by the buyer. 

2. The supplier and the buyer then agree on a per part penalty r (which in-
cludes cost for rejected materials and penalties charged by the buyer or the 
end-customer) that is incurred by the supplier, if bad parts are delivered.  

This, according to Section  2.2 (group 4), is common practice for suppliers that 
have limited market power, and is also in line with the findings of TIROLE

(2003).  

3. With this knowledge, the buyer calculates a part price, which the supplier 
accepts. 

4. If the supplier does not deliver perfect quality, the buyer switches back to 
a combination of the market price and a quality penalty until the relation-
ship between the parties ends. 

To derive the required price, the present value of the supplier’s payoffs is consid-
ered. As mentioned above, if the supplier provides high quality parts in the initial 
period of the products’ life cycle, the supplier receives a part price of w*. The 
buyer continues to pay this price, if parts are free of defect. Thus, for the coop-
erative game between the supplier and the buyer, the present value of the sup-
plier’s payoff, according to formula (5) amounts to: 

=−−+−−+−−+−−= )*(...)*()*(* 2 cqwcqwcqwcqwP s
n

sssc δδδ

∑∑
== +

−−=−−
n

i
is

n

i

i
s

ir
cqwcqw

00 )1(

1
)*()*( δ

(8) 

where δ is the discount factor, which equals 1 / (1 + ir), ir is the interest rate10, 
and c (w-c-qs > 0) is the per part production cost (material and machine cost, 
etc.). 

If the supplier decides not to provide high quality, but to deliver the parts without 
applying quality enhancing measures subsequent to production, the supplier will 

                                             

10 The interest rate can either reflect a finacial figure or be a measure of trust. It is recommended to utilize 

the interest rate common to the controlling department of the company where the analysis in conducted 
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receive a payoff of w* in the first period (as the game assumes simultaneous 
moves in each stage) and w* with the probability of p in each following period. 
In this case, faulty parts are supplied with the probability of (1-p) and thus, the 
buyer will pay the market price w and the supplier will incur an expected penalty 
cost E(r) from thereon. The present value of the supplier’s payoff then results in: 

))(()1()*(....))(()1(

)*())(()1()*(*
22

22

rEcwpcwprEcwp

cwprEcwpcwpcwP
nnnn

nC

−−−+−+−−−

+−+−−−+−+−=

δδδ

δδδ
(9) 

To induce perfect supplier quality, Pc must be set greater or at least equal to PnC. 
Through applying geometric progression and rearranging the parameters of the 
resulting inequality, the following result can be obtained for w*: 
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For an interpretation of this result, five cases are differentiated, as depicted in 
Figure 9.  
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Figure 9: Incentive structure portfolio under the Grimm Trigger strategy 

If the expected penalty cost E(r) equals the quality cost qs, then the buyer must 
pay a quality premium of (1-δ) / δ(1-p)qs (I). If the cost of quality exceeds the 
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expected penalty, the part price w* will include the premium as well as a fraction 
of qs (II). In cases where the expected penalty is greater than the quality cost, but 
smaller than the sum of qs and the value of the premium, a partial premium must 
be included in the part price (III). Should E(r) be greater than this amount, it is 
sufficient for the buyer to pay the market price (IV).  

This occurs because, in this case, formula (10) yields values lower than w, which 
implies that under such an arrangement a quality premium is already included in 
the market price (as for instance in the case of the automobile manufacturer cited 
in Section  2.2 that charges a penalty of 1.1 times the part price). If a penalty can-
not be enforced, for instance, when a supplier has considerable market power, 
then the buyer must pay the full cost of quality and the quality premium to attain 
perfect quality levels (V). 

Nevertheless, for formula (10) to be a Nash Equilibrium (as required by formula 
(6)) of the repeated game, the difference between w* and w must be smaller than 
the per part savings gained by the buyer from paying the quality premium and 
receiving perfect quality. This means that the following inequality must hold: 

)(* rEqwvwv m +−−≥− (11) 

In this relation, v is the value of the purchased product to the buyer and qm is the 
per part quality cost that arises for the buyer when defects occur. As mentioned 
in Section  2.2, the latter may include the cost of incoming inspection, safety 
stock (group 5), or quality-related production disruptions.  

For the strategies specified to be a subgame-perfect equilibrium, )( tt
i hs must be 

a Nash Equilibrium strategy profile in every subgame. To evaluate this, sub-
games with histories beginning after stage games are assessed, where w* has 
been paid by the buyer and perfect quality has been supplied, and where at least 
once w has been the part price and imperfect quality has been delivered. As dis-
cussed above, subgames of the first kind represent a Nash Equilibrium of the 
stage game if formula (10) and formula (11) hold. Latter subgames will only oc-
cur in cases where the expected penalty cost is smaller or equal to the quality 
cost. Under these circumstances, the buyer’s best response is to pay the part price 
for the duration of the relationship (as for instance when procuring from a sup-
plier with great market power). Assuming that no other buyer will demand at 
least equal volumes and pay a higher part price, the described conditions are also 
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optimal for the supplier. Thus, the Grimm Trigger strategy represents a subgame-
perfect equilibrium. 

To provide some intuition for the behavior of the part price w*, the results of a 
numerical example (using equation 10) with a market price (w) of 50 €, a per part 
quality cost (qs) of 10, and an expected penalty cost (E(r)) of 11 are plotted in 
Figure 10. As it can be inferred from the resulting surface, the part price w* in-
creases nonlinearly with the quality level of the supplier (p), increases nonline-
arly with decreasing discount factors (δ) and, as it can be easily seen from (10), 
linearly increases with the cost of quality (qs) for fixed E(r). 

If a discount factor (δ) between 0.9 and 0.95 is assumed to be reasonable, which 
results from an interest rate or weighted average cost of capital between 5 and 
10%, then the part price the buyer must pay to receive perfect quality only 
somewhat exceeds the market price for suppliers that have a quality level of close 
to 1, in this example. The difference between w* and w then represents a partial 
quality premium, as indicated in Figure 9 (III). 
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Figure 10: Numerical example of the Grimm Trigger strategy 
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3.4 Incentive Structure based on the Limited Retaliation
Strategy 

As an alternative to Grimm Trigger strategies, a more forgiving concept can be 
employed. As depicted in Figure 11, Limited Retaliation strategies prescribe co-
operation in the first period, and k periods (k > 1) of punishment for every defec-
tion of any player, followed by reverting to cooperation, no matter what has oc-
curred during the punishment phase. In terms of quality management, this im-
plies that the buyer will pay a part price of w* to the supplier as long as perfect 
quality is provided, pay only w for k periods, and charge the penalty if the sup-
plier delivers bad quality, and then continue to incur w* as long as the game is 
cooperative.  

Desired equilibrium path –
Limited Retaliation strategy

... k-1 periods of w

... k-1 periods of w

... k -1 periods of w

P
eriods / deliveries

w* wr

w*

w*

wr
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Perfect quality (q100) Imperfect quality (q)

w* = Part price with quality premium
wr = Market price with penalty

Figure 11: Equilibrium path for the Limited Retaliation strategy 

In summary, this strategy can be stated as follows:

    a0 = (w*, q100)

    at = (w*, q100) if a
t-1 = (w*, q100)

  )( tt
i hs at =(wr, q) and τ = 1 if at-1 = (w*, q)

    at = (wr, q) and τ= τ+1 if τ < k

 at = (w*, q100) if τ = k

(12) 
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To establish this strategy as a Nash Equilibrium of the repeated game, a one-shot 
deviation (see FUDENBERG & TIROLE 2000) must be ascertained to be not  
profitable for the supplier, and formula (11) must hold. As in the preceding sec-
tion, if the supplier decides to omit quality enhancing measures, then the supplier 
will receive a part price of w* with probability p. If defects are detected by the 
buyer with probability (1-p), the supplier receives the market price w and incurs a  
penalty of E(r) for k periods followed by an infinite stream of w* (τ is a counter 
that is initiated in the first period of punishment). Thus the present value of the 
supplier’s payoff for a single deviation will amount to: 
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By requiring Pc to be equal to or greater than PnC2, applying geometric progres-
sion, and rearranging the terms, the resulting w* can be expressed as: 
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which equals formula (10) for infinite k. The Limited Retaliation strategy is a 
subgame-perfect equilibrium of the repeated game, if the conditions discussed in 
the preceding section are true. 

It can easily be seen that formula (14) yields results that are greater than those 
obtained from formula (10), for small k. For large k, the values of w*, calculated 
with formula (14), converge towards those derived from the Grimm Trigger 
strategy. 

In cases where the Limited Retaliation strategy seems more appropriate and a 
part price that is by ∆w* higher than the price obtained from formula (10) can be 
accepted, the required number of punishment periods can be calculated by sub-
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tracting formula (14) from formula (10) and setting this term equal to ∆w*. Solv-
ing this equation for k then yields: 
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Of course ∆w* can also be compensated by increasing the expected penalty. 
Nevertheless, since the games are designed in such a way that it will not be  
profitable for the supplier to consciously deliver imperfect quality, it should be 
sufficient to employ a Grimm Trigger strategy for the management of supplier 
quality. Yet, since the delivery of quality can never be completely perfect (as in 
the case of one of the interviewed automobile suppliers that strives towards per-
fect quality, but still has a two-digit ppm-rate), it may be more efficient to require 
a quality level that is close to 100% (i.e., zero ppm under the Grimm Trigger 
agreement) than to accept the more costly punishment phase for a limited dura-
tion. 
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4 Industrial Application of the Incentive Structure 

4.1 Introduction 
The Grimm Trigger strategy was applied in an industrial case study, which was 
conducted in cooperation with a manufacturer of credit cards and UICC’s (Uni-
versal Integrated Circuit Card), chip cards used in mobile phones for GSM and 
for UMTS networks, respectively. For each of the products, a supplier of compo-
nents was analyzed.  

4.2 Foil Supplier 
In the first case, the investigated vendor provides foils that are used to manufac-
ture so-called multi-layer credit cards, which consist of between four and nine 
colored and transparent foils, often with a magnetic and a signature strip. At the 
manufacturer’s site, the required amounts of foils and strips are stacked and 
geometrically adjusted by a fixation machine, where the top and the bottom foils 
are transparent. The underlying layers contain the foils with the card’s design 
elements and a certain number of white foils for stabilization purposes. The foil 
stack, from which 48 cards are obtained, is then joined through laser technology. 
Finally, the foils are baked, cut, deflashed, and the cards are stamped with the 
user’s personal data. 

The manufacturer procures an estimated 867,020 foils per year from the supplier 
and incurs a part price (w) of 0.0145 €. The foils are delivered to the manufac-
turer between one and five times per month, depending on the level of demand. 
From the ERP-system (SAP© R/3) data, the probability (p) that a delivery con-
tains zero defects is assumed to equal 0.34. 

The problems that occur with defective foils mostly stem from the mixture of 
ingredients used in the foil production process, which result in insufficient color-
ing or translate to deficiencies in the lamination process.  

The first quality issue requires a preventive inspection of the colored foils 
through which a yearly labor cost of 14,450 € arises for the manufacturer. The 
scrap cost for lamination failures equals 20,000 € per year. Taking this cost into 
account, a per part quality cost (qm) of 0.039 € can be calculated for the manufac-
turer. Surprisingly, this amount represents more than double the part price, yet 
the manufacturer presently does not penalize the supplier for defective units.  
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To overcome these shortcomings, the supplier would have to invest 50,000 € for 
a test lamination machine and an additional 175,000 € for a chemical mixture 
analyzing device. Analogous to the manufacturer, the supplier would also have to 
incur a yearly labor cost of 14,450 €. Assuming that the testing devices can be 
employed for 8 years, the supplier’s quality cost (qs) of 0.049 € per part may be 
calculated. Using formula (10) and the manufacturer’s commonly used interest 
rate of 4%, a discount factor of 0.9615 is calculated and a part price (w*) of 
0.066 € is obtained, which includes the full quality premium and presumes a set-
ting where the supplier is not penalized. 

As it can be already anticipated from a comparison of qm and qs, the cost  
resulting from the higher part price exceeds the manufacturer’s yearly quality 
cost and the manufacturer would have to incur an extra 10,704.1 € to obtain per-
fect quality by paying a part price that includes a quality premium. Hence, for-
mula (11) is not satisfied. For an overview of this data refer to Figure 12. 

Input parameters – current setting
• Market price (w): 0.0145000 €
• Per part quality cost of the supplier (qs): 0.0491050 €
• Discount factor based on an interest rate of 4% (δ): 0.9615
• Probability of zero defects (p): 0.34
• Penalty per defective part (r): 0 €
• Expected penalty (E(r)): 0 €
• Per part quality cost of the manufacturer (qm): 0.0397338 €

Management choices
• Part price including quality premium (w*): 0.0665797 €
• Savings per year (case V): - 10,704.1 €
• Required penalty (r) for constant market price (w): 0.1533142 €
• Savings per year (case IV): 34,450 €

Figure 12: Overview of parameters and results for the foil supplier for the 

Grimm Trigger strategy 

In this case, the only management choice that increases the supplier’s quality 
level and reduces the manufacturer’s cost is to penalize the supplier, if defective 
parts are delivered. To create a setting in which the supplier is indifferent be-
tween perfect and imperfect quality, the manufacturer would have to penalize the 
supplier with at least 0.153 € per defect. To fully eliminate the manufacturer’s 
quality cost (qm) of 34,450 €, the manufacturer would have to charge the supplier 
a penalty of 0.153 € per faulty unit. Thus, case IV (depicted in Figure 9, p. 26) is 
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the manufacturer’s best choice. Since the probability of zero defects has been 
drawn from historical data, Figure 13 plots a sensitivity curve for the penalty 
level where the supplier is indifferent between good and insufficient quality as 
well as for the case where the buyer's quality cost is fully eliminated. 
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Figure 13: Sensitivity analysis of the part price vs. the probability of high 

quality for the foil supplier 

4.3 Plastic Card Supplier 
The second supplier analyzed in the course of the industrial case study provides 
plastic cards that have a similar size as credit cards and are used to produce 
UICC’s. Upon arrival at the manufacturer’s factory, these injection molded parts 
are fed into a printing machine, which applies the customer-specific design to the 
card. Subsequently, the UICC-bodies are stamped into the plastic while they are 
still connected to the card, though they can easily be detached from it by the end-
user. In the next step, the chip is planted onto the UICC-body, and the so-called 
operating system and the customer information (e.g., the user’s PIN) is installed. 
Finally, the cards are conveyed to the mailing center, where they are packaged 
and sent to the end-users together with an information kit. 
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The supplier produces 37,750,000 UICC’s annually that are delivered to the 
manufacturer between 3 and 9 times per month. The manufacturer pays an aver-
age part price (w) of 0.036 €. The historical delivery data reveals that the prob-
ability (p) that the supplier will provide 100% quality is 0.59. 

The most common quality issues caused by the supplier are increased surface 
roughness, which translates into insufficient results in the printing process, and 
unsatisfactory coloring of the cards, which stems from an inappropriate granule 
mixture in the injection molding process. 

Because of these defects, the manufacturer incurs a scrap cost of 20,000 € per 
year. The incoming sampling, which includes a visual inspection with respect to 
concavity and flesh and a test print to assure color adherence results in labor cost 
of 40,000 €. Hence, a per part quality cost (qm) of 0.0015 € is calculated for the 
manufacturer, who does not charge the supplier a quality penalty. For an over-
view of this data refer to Figure 14. 

Input parameters – current setting
• Market price (w): 0.0366333 €
• Per part quality cost of the supplier (qs): 0.0013228 €
• Discount factor based on an interest rate of 4% (δ): 0.9615
• Probability of zero defects (p): 0.59
• Penalty per defective part (r): 0 €
• Expected penalty (E(r)): 0 €
• Per part quality cost of the manufacturer (qm): 0.0015894 €

Management choices
• Part price including quality premium (w*): 0.0380863 €
• Savings per year (case V): 5,150.1 €
• Required penalty (r) for constant market price (w): 0.0024486 €
• Savings per year (case IV): 60,000 €

Input parameters – current setting
• Market price (w): 0.0366333 €
• Per part quality cost of the supplier (qs): 0.0013228 €
• Discount factor based on an interest rate of 4% (δ): 0.9615
• Probability of zero defects (p): 0.59
• Penalty per defective part (r): 0 €
• Expected penalty (E(r)): 0 €
• Per part quality cost of the manufacturer (qm): 0.0015894 €

Management choices
• Part price including quality premium (w*): 0.0380863 €
• Savings per year (case V): 5,150.1 €
• Required penalty (r) for constant market price (w): 0.0024486 €
• Savings per year (case IV): 60,000 €

Figure 14: Overview of parameters and results for the UICC supplier under 

the Grimm Trigger strategy 

To eliminate the above mentioned quality issues, the supplier would have to in-
vest 24,000 € in a surface roughness measuring machine, 125,000 € in a test 
printing device, and 10,000 € in a granule control system. This investment could 
be used for at least one more customer of the supplier. Furthermore, the supplier 
would have to incur labor cost for quality assurance of 40,000 € per year to as-
sure the quality of the products ordered by the manufacturer. Presuming a life 
expectancy of 8 years for all equipment, and taking into account the possibility of 



 4.3 Plastic Card Supplier 

37 

sharing the investment with an additional customer, a per part quality cost (qs) of 
0.0013 € is obtained for the supplier. Setting the expected penalty at zero, a part 
price that includes the quality premium (w*) of 0.038 € is calculated.  

With the higher part price, the manufacturer would have to pay the supplier an 
extra 54,849.9 € per year and thereby save 5,150.1 €, assuming that the sampling 
activities can be omitted and the scrap cost does not arise. In this setting, which 
coincides with case V (mentioned in Figure 9, p.26), formula (11) is satisfied. 
The manufacturer can further increase savings by applying cases I through IV 
(mentioned in Section 3.2) as alternative management choices. To reach the 
boundary of the area declared as case IV (in Figure 9, p. 26), the manufacturer 
would have to charge the supplier 0.00234 € per defective part and could thereby 
fully eliminate the full yearly quality cost of 60,000 €. Figure 15 shows a sensi-
tivity analysis for cases where the supplier is indifferent and where the buyer's 
quality cost is fully eliminated. It may also be inferred from Figure 15 that the 
Nash Equilibrium (NE) holds up to a probability of sufficient quality of 0.86. 
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Figure 15: Sensitivity analysis of the part price vs. the probability of high 

quality for the UICC supplier 

If the potential savings of 5,150.1 € were to be utilized to employ a Limited Re-
taliation strategy, an extra per part cost ∆w* of 0.000136 € would be acceptable 
and 19 required punishment periods are obtained from formula (14). Assuming 
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that the supplier delivers parts to the manufacturer once per week the punishment 
phase would last 4 months.  

4.4 Managerial Implications 
These industrial examples show that managers face two basic situations in SQM.  

First, if the quality cost and the quality premium exceed the manufacturer’s qual-
ity cost, the manufacturer has two options. The manufacturer can penalize the 
supplier in the case of defects and pay the market price (case IV, Figure 2) or, if 
the market power of the supplier is significant, accept the quality cost that arises 
at the manufacturer’s premises and bear the market price. In the first case, the 
penalty can be set in such a way that the manufacturer’s quality cost is partially 
eliminated and the supplier is indifferent between delivering high or low quality 
or the manufacturer’s quality cost is fully eliminated and the supplier strictly pre-
fers to deliver high quality, as described in the case of the foil supplier. Of 
course, the penalty can also be set in such a way that the manufacturer can finan-
cially benefit from low supplier quality.  

Should the extra cost that arises from the increased part price be less than the 
manufacturer’s quality cost, the manufacturer can either realize this cost differ-
ence (case V, Figure 2) or increase savings through decreasing the part price by 
enforcing a penalty (cases I through IV, Figure 2), as seen in the example of the 
supplier of plastic cards. Moreover, the manufacturer also has the option of shar-
ing the savings with the supplier, to further increase the supplier’s incentive for 
providing high quality. 

4.5 Tool for Case Study Conduct 
To provide a tool with which the developed concepts can easily be applied in 
industrial case studies, a Microsoft® Excel spreadsheet was designed, to be filled 
with the relevant parameters.  

These can usually be collected within one working day and would be comprised 
of the following data: 

Supplier

• current market price of the supplied part 
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• cost of quality per supplied part (this value can usually be estimated by a 
process engineer or obtained directly from the supplier) 

• interest rate commonly applied by the controlling department 

• probability of 100% quality (this value should be calculated from the or-
der history of the supplier, which is usually drawn from the ERP-system 
and the quality management system) 

Figure 16: Industrial incentive structure application tool 

Buyer 

• cost of quality per procured part (this information can be calculated by a 
production controller) 

Once the spreadsheet has been completed with the required data, it automatically 
determines whether or not a Nash Equilibrium can be reached. Furthermore, it 
calculates the size of the penalty that the supplier must incur in cases of insuffi-
cient quality, to fully reduce the quality cost of the buyer.  
Through the considerations in chapter 3 and the development of the spreadsheet 
objective 1 of this thesis has been reached. 
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5 Review of Literature on Delivery Reliability 

5.1 Introduction 
Subsequent to the design of an incentive structure for the management of sup-
plier quality, the remaining chapters focus on the second objective of this thesis, 
which is to provide the means through which buyers can efficiently and effec-
tively ascertain the delivery reliability of potential suppliers. 

To understand the current state of knowledge on this topic, this chapter focuses 
on research about managing delivery reliability and on its limitations. Both quali-
tative and quantitative approaches are examined: First, models that describe sup-
ply chains are elaborated to capture the full set of parameters for formalizing 
them. 
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Figure 17: Research process applied for increasing delivery reliability 

Subsequently, these parameters are discussed in regards to their influence on de-
livery reliability of the supply chains investigated by this thesis. Next, different 
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quantitative models for supply chain management are introduced, and their 
strengths and weaknesses are examined.  

As depicted in Figure 17, the literature review elaborated in this chapter serves as 
the basis for the research process described in the following chapters (see YIN

1994, p. 49; LINCK 2001, p. 87; LEEDY 1985). The delivery reliability relevant 
parameters identified in the literature review (Chapter 5) are utilized to develop a 
qualitative determinant model for describing supply chains in Section  6.2. This 
determinant model is then used as the structuring element for a survey in Section 
6.3. The gained data is employed to draw cross-case conclusions in regards to the 
main requirements and levers for increasing supplier delivery reliability in Sec-
tion 6.4. Depending on the outcome of the cross case conclusions, the theory de-
veloped in Section 6.2 may optionally be modfied, if any additions or changes 
are required. This may be neccessary, if new insights are gained during the 
analysis of the survey data and the research process should thus be iterated. The 
simulation models developed in Chapter  7 follow from the discussion of the 
quantitative models in the literature review and the requirements defined in Sec-
tion 6.4, and are applied to an industrial case study in Chapter  8 to demonstrate 
how policy implications can be derived from the simulation results. 

5.2 Qualitative Description of Supply Chains 
Many qualitative descriptions or classifications of supply chain or network ar-
rangements can be found in the SCM literature (SYDOW 1992, p. 85). These 
schemes encompass a wide range of foci. In the following sections, typologies 
are introduced that analyze supply chains on the basis of: structure, products, 
trust, influence, operations, and supply chain partner integration.  

5.2.1 Structural Supply Chains 

Concerning the structure, BEAMON & CHEN (2001) differentiate supply chains 
through four network classes (Figure 18). Convergent structures are assembly-
type networks where each node (or facility) in the chain has at most one succes-
sor, but may have any number of predecessors. A supply chain is classified as 
divergent if each node has at most one predecessor, but any number of succes-
sors, and may thus be thought of as the structural opposite of a convergent supply 
chain. A conjoined structure is a combination of a convergent and a divergent 
supply chain, where each substructure (convergent and divergent) is combined in 
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sequence to form a single, connected network. The general supply chain does not 
fall into any of the preceding three classes. Networks exhibiting a general struc-
ture are neither strictly convergent, nor divergent, nor conjoined. According to 
BEAMON & CHEN (2001, p. 3195 et seq.) examples of supply chains that com-
monly display a general structure include those for automobile and electronics 
manufacturing. Convergent structures are common to the aircraft industry, 
whereas divergent and conjoined forms may be found in mineral and food supply 
chains, respectively. 

convergent divergent

conjoined general

Company / site

Material flow

convergent divergent

conjoined general

Company / site

Material flow

Figure 18:  Structural classification of supply chains (BEAMON & CHEN 2001, 

p. 3196) 

HUANG 2004 (2004, p. 13 et seq.) utilizes a similar classification scheme for dis-
tinguishing supply chains, which is based on the ideas of THOMPSON (1967). The 
concept differentiates serial, pooled, and reciprocal interdependencies between 
two plants. Serial interdependencies are related to situations where the output of 
one manufacturing system is the input to the next. In pooled dependence, the ac-
tivities of more than one system serve as inputs for another. Thus, any of the con-
structs suggested by BEAMON & CHEN (2001) may be assembled through pooled 
and serial interdependencies. Reciprocal relationships may be summarized as “a 
mutual exchange of inputs and outputs between two or more parties” (HUANG

2004, p. 14), which is not addressed by the models suggested by BEAMON & 
CHEN (2001). 

A further structural classification was derived through a Delphi study conducted 
by the Integrated Supply Chain Management (ISCM) program of the Massachu-
setts Institute of Technology (MIT). Its results (RICE & HOPPE 2001, p. 50) sug-
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gest completely disconnected, completely overlapping, and partially overlapping 

supply chains to characterize the level of competition between the networks of a 
given industry. The highest form of rivalry among supply chains is inherent to 
the first network type, since companies that constitute such chains exclusively 
serve firms involved in the creation of one specific end product. In completely or 
partially overlapping networks, however, a partner may supply products to vari-
ous companies within the same industry. The latter two forms may be found, for 
example, in the automotive industry, where it is difficult to separate singular 
supply chains that compete against each other. 

5.2.2 Product-Based Supply Chains 

In the SCM literature, a product-based differentiation of supply chains has been 
described by FISHER (1997). To define the requirements of such networks,  
products are classified into functional and innovative products. The first group is 
subject to a known and nearly constant demand (e.g., dairy products), while the 
latter has little forecasting accuracy (e.g., computers). Moreover, FISHER (1997) 
states that functional products have long product life cycles and a small contribu-
tion margin, in contrast to innovative products. Additional product characteristics 
refer to lead times, mark downs, and stock out rates (Figure 19). 

Product characteristics Functional products Innovative products 

Demand constant variable 

Product life cycles more than 2 years 3 months to 1 year 

Contribution margin 5 to 20% 20 to 60 % 

Product variety low  
(10 to 20 variants) 

high  
(106 of variants) 

Average margin error 10% 40 to 100 % 

Average stock out rate 1 to 2% 10 to 40 % 

Average end-of-season mark-
down as percentage of full price 

0% 10 to 25 % 

Lead time required for make-to-
order product 

6 months to 1 year 1 day to 2 weeks 

Figure 19: Characteristics of functional and innovative products (FISHER

1997, p. 107) 
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The two product types are complemented by physically efficient and market re-

sponsive supply chains. Efficient networks seek to minimize cost and maximize 
performance metrics. Thus, they focus on high average utilization rates and con-
tinuously minimize inventory levels. In contrast, market responsive supply chains 
concentrate on speed and flexibility and therefore deploy excess buffer capacities 
and significant safety stocks. 

LAMMING et al. (2000) extended the product classification developed by FISHER

(1997) by introducing product complexity as a second differentiator. Their re-
search has shown that supply chains for functional and innovative products have 
different characteristics depending on whether the product complexity is high or 
low. 

5.2.3 Level of Trust in Supply Chains 

DAVIES (2000) classifies three kinds of enterprise relationships. This distinction 
is mainly based on the aspect of trust. Depending on the nature of the relationship 
arm’s length, less than arm’s length, and no length relationships are differenti-
ated. 

In no-length relationships, the parties frequently have access to sensitive infor-
mation. Although this satisfies a necessary precondition for opportunistic behav-
ior, it is offset by the fact that the parties in such relationships are insiders (e.g., 
mergers, inter-subsidary agreements) and for one to exploit this information, the 
act would be against the interests of one’s own organization.  

Less-than-arm's-length relationships are characterized by the merging of inter-
ests and the sharing of privileged information, intimate cooperation and collabo-
ration, and common goals and objectives. Partners have access to privileged in-
formation and have the opportunity and motivation to behave opportunistically.  

Arm's-length relationships include all traditional sales and purchase contracts, 
sourcing agreements, conventional arm's-length distribution, franchising, and 
licensing agreements and are characterized by a simple, unambiguous buyer-
seller structure. The parties provide each other with the information that is rele-
vant to and necessary for the current transaction. A motive may exist for behav-
ing opportunistically but, as neither party has access to privileged information, 
the parties do not have the means to do so. 
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5.2.4 Degree of Focal Firm Influence in Supply Chains 

With regards to the dimension of focal firm influence, CORSTEN & GÖSSINGER

(2001) distinguish hierarchical and heterarchical networks, with the first type 
being led by a defined focal firm and the second type characterized by uniformly 
distributed decision-making power among the network partners. The authors em-
phasize this differentiation since the customer order decomposition and alloca-
tion processes require different approaches in these settings (CORSTEN & 
GÖSSINGER 2001, p. 35). In hierarchical arrangements, the allocation of value 
creation steps to the supply chain partners is predetermined and the coordination 
takes place in terms of order quantity and lead time only. On the contrary, order 
decomposition and allocation are achieved through a coordination process that 
involves multiple decision-makers with potentially diverging interests in heterar-
chical networks. 

With regards to the influence distribution within a network, HARLAND et al. 
(2002) conducted an exploratory study of supply networks across different indus-
tries and developed a supply chain taxonomy that is divided along two dimen-
sions: the degree of supply network dynamics, which refers to operational and 
market dynamics, and the degree of focal firm supply network influence. Their 
research suggests that networks with low focal firm influence have a distinct 
characteristic where partners are open to risk and benefit-sharing, whereas in 
networks that are led by a focal firm, the conditions are prescribed by the strong-
est partner.  

The results of their analysis also identify that the pattern of network activities 
have some significant differences between dynamic and routinized supply net-
works. According to these findings, dynamic networks put a greater emphasis on 
knowledge-sharing and human resource integration. This is mainly due to the 
fact that these networks compete on innovation (HARLAND et al. 2002, p. 83). 
Routinized networks concentrate on extensive information exchange to achieve a 
cost advantage over their competitors. 

5.2.5 Operational Description of Supply Chains 

In the search for a standard language for common intra- and inter-company sup-
ply chain functions the Supply Chain Operations Reference (SCOR) model was 
developed by the Supply Chain Council and its partners (SUPPLY-CHAIN-
COUNCIL 2005). “It consists of a system of process definitions for standardizing 
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processes relevant to SCM” (MEYR et al. 2000, p. 38), but does not include func-
tions such as marketing or product development, and is focused on the manage-
ment of material and information. In Figure 20, the processes are seen to be di-
vided into three hierarchical levels, namely: process types, process categories, 
and process elements. 

The first level consists of the four elementary process types: source, make, de-

liver, and return, which are coordinated by the process type plan. The latter de-
fines issues such as demand and supply planning, strategic make-or-buy deci-
sions, and capacity planning. The necessary processes for procuring products to 
meet the planned and current demand are assigned to the process type source. 
Material transformation and customer delivery processes are subsumed under the 
process types make and deliver. Return processes are concerned with parts that 
flow back into the supply chain due to quality deficiencies or because the end of 
the life cycle has been reached. 

Level

Level

Schematic Comments

1

2

3

Configuration 
level 

(Process 
categories)

Process 
element 

level

Plan

DeliverMakeSource

A company’s supply chain can be “configured-
to-order” at Level 2 from 30 core “process 
categories”. Companies implement their 
operations strategy
through the configuration they choose
for their supply chain.

Level 3 defines a company’s ability to compete 
successfully in its chosen markets, and consists 
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At level two, the process types are divided into 30 process categories, which sup-
port either planning, execution, or enabling tasks. Execution tasks are differenti-
ated according to the order decoupling point (i.e., make-to-stock, make-to-order, 
engineer-to-order). The process categories are utilized to assemble supply chain 
processes in such a way that they are in synch with the defined operations strat-
egy. 

Level three decomposes the process categories into process elements (and their 
in- and outputs), which define the operational tasks of each process category. 
These may be employed to design supply chain processes on a more detailed 
level. This is supported by the SCOR model through documentation of best prac-
tices, performance metrics, and suitable IT tools. 

The fourth level describes the transition from standardized to industry-specific 
supply chain processes, which are not within the scope of the SCOR model due 
to the prevailing diversity (GEIMER & BECKER 2001, p. 128). 

To assist the application of the SCOR model, MEYR et al. (2000) developed a 
typology through which the characteristics of a supply chain may be described. 
The intent of this scheme is for the application of certain processes or IT systems 
to be assessed based on this typology.  

The authors suggest a division of functional and structural attributes, which are 
then subdivided into categories. The functional attributes contain the categories 
procurement-, production-, distribution-, and sales-type, and their respective 
characteristics. The procurement-type relates to the products, ranging from stan-
dard to highly specific products, and the type of sourcing (single, double or mul-
tiple). Whether or not the amounts to be supplied are fixed, whether they have a 
lower or an upper boundary due to given contracts, or whether they may be freely 
varied, is expressed through the attribute flexibility of suppliers. The two most 
prominent attributes that form the production type are the organization of the 
production process (process organization, flow lines, etc.) and the repetition of 
operations (mass, batch, or customized production). Furthermore, the authors 
distinguish between the different distribution types, which describe the network 
of links between the entities (one-, two-, or multi-stage distribution structures). 
The pattern of delivery is either cyclic or dynamic and, in regards to the deploy-
ment of transportation means, one can distinguish standard or variable routes, 
depending on demand. The sales type of an entity in the supply chain largely de-
pends on the relation to its customers. This attribute is closely related to the 
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availability of future demand. Product life cycle, products sold, as well as the 
portion of service operations are also described. 

Structural attributes contain the categories topography of a supply chain as well 
as integration and coordination. In regards to the topography of a supply chain, 
the attribute network structure describes the material flows (which are either se-
rial, convergent, divergent, or a mixture of the three), the degree of globalization, 
and the location of decoupling points within the supply chain. The attributes of 
integration and coordination are the legal position, balance of power, direction of 
coordination, and the type of information exchanged. 

5.2.6 Level of Integration in Supply Chains 

JAGDEV & THOBEN (2001) analyzed the essential attributes and operational  
characteristics of network collaborations, which incorporate many of the differ-
entiation criteria described in the preceding sections. The developed typology 
consists of a set of 21 attributes (JAGDEV & THOBEN 2001, p. 449) to distinguish 
the level of network integration. Depending on their values, the five network 
types (market transaction, supply chain, extended enterprise, virtual enterprise

and integrated company) are clustered with the first being subject to the lowest, 
and the last being subject to the highest level of integration. Some of the attrib-
utes address legal and financial aspects, such as percentage of output and turn-
over associated with the partnership, balancing of added value, profit and risk 
sharing among the partners, and the financial commitment. Other attributes are 
concerned with the flow of information and the linkage of the information sys-
tems of the partners. Among these are the level of information exchange, trans-
parency of stock levels and production schedules, and inter-company trust. A 
third group refers to the exchanged product, its complexity and variability, de-
gree of standardization, and importance of the supplied products to the end-
customer. 

BURLAT et al. (2003) focus on small- and medium-sized industrial enterprises, 
that form horizontal networks of limited durations. The authors use a model for 
the level of integration among supply chain partners, as developed by VINCENT et 
al. (1999), which is then extended by one dimension. VINCENT et al. (1999) dis-
tinguish six levels of accomplishment within networks. On the first level, com-
panies begin seeking external partners as a reaction to market dynamics. The fol-
lowing levels result in increased network integration, and include: (1) the  
development of a common culture and common objectives, (2) clear definition of 
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roles and rules within the network, (3) the streamlining of competencies, (4) 
common market planning, and (5) collaborative product development. BURLAT et 
al. (2003) assign different network types to each integration level, but discrimi-
nate relationships on the basis of non-complementary activities and similar com-
petencies from complementary activities and non-similar competencies. This 
leads to nine network types, since networks with similar competencies are not 
believed to pass the third level, whereas networks with complementary compe-
tencies are believed to evolve to the sixth level. 

In terms of integration, CRAVENS et al. (1996) differentiate four types of net-
works. The first is the hollow network, characterized by a single company that 
faces highly varying end-customer demand and must draw heavily on the compe-
tencies of many suppliers to fulfill customer expectations. As the partners vary 
with every project, the level of integration is low and the nature of collaboration 
is transactional. Flexible networks are likely to serve markets with short product 
life cycles and changing customer demand. A network coordinator is responsible 
for product design and the network partners are strongly integrated to produce 
innovative products under these market conditions. In the value added network, 
an OEM would possess all the competencies required for product creation, but 
employs low-cost suppliers for simple value-adding tasks, which leads to a low 
integration level among supply chain partners. CRAVENS et al. (1996) define a 
virtual network as occurring when one company is well known to the market, 
responsible for product design, and integratively hedges the risks inherent to a 
dynamic market with suppliers that procure assembly groups and components. 

5.3 Summary of Qualitative Supply Chain Research 
From the research discussed above, the models that describe the networks con-
sider various aspects of the supply chain, especially in regards to delivery reli-
ability. 

For instance, the structural classifications (e.g., BEAMON & CHEN 2001) illustrate 
the complexities of the interconnections between enterprises. In terms of delivery 
reliability, however, this thesis agrees with the work of JAGDEV & THOBEN

(2001), who proposed that any given supply chain can be disaggregated into dy-
ads, thus, making it possible to reduce the complexity by viewing each supply 
chain relationship separately. 
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Product-based classification (FISHER 1997) shows that the characteristics of the 
exchanged product, such as: customer lead time, number of variants, and demand 
fluctuations, are important when designing a reliable supply chain, as these pa-
rameters define customer expectations, in terms of delivery reliability. Other pa-
rameters, such as: contribution margin, seasonal marked-down prices, and length 
of the life-cycle, are not particularly relevant for the on-time delivery of prod-
ucts. 

The aspect of trust, mentioned by DAVIES (2000), or the distribution of power, 
discussed by CORSTEN & GÖSSINGER (2001) are essential facets of supply chain 
relationships, and are also prerequisites for highly reliable supply chains. Thus, 
the level of trust and the distribution of power must be such that every member of 
the supply chain is provided with the resources needed to deliver their outputs in 
a reliable fashion (e.g., engineering information).

The operational models contain various attributes that are relevant to the assur-
ance of delivery reliability. While some parameters (e.g., demand information or 
number of variants) are also mentioned in the product-based classification, MEYR

et al. (2000) (or the SCOR model) additionally specify: the customer order de-
coupling point, organization of production, replenishment principle / procure-
ment type, and (volume) flexibility of the production system. 
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Figure 21: Summary of qualitative supply chain research  
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The first two parameters are crucial, as they determine where a customer order 
enters production and the material flow through production. In turn, the replen-
ishment principle has a great effect on delivery reliability, as it strongly influ-
ences the availability of material at each stage of production, and the volume 
flexibility determines the supplier's ability to react to demand fluctuations.  

The level of integration encompasses a variety of supply chain parameters that do 
not directly influence the delivery reliability of suppliers. The legal and financial 
aspects, flow of information, and trust mentioned by JAGDEV & THOBEN (2001) 
are again seen as prerequisites for the delivery of materials and components. 

In summary, the descriptive models elaborated in Section  5.2 bring forth the pa-
rameters for the management of delivery reliability (Figure 21). These attributes 
are used in Chapter 6 for developing a comprehensive determinant model that 
describes a dyadic supply chain. The following section summarizes quantitative 
models for assessing delivery reliability in supply chains.  

5.4 Quantitative Assessment of Supply Chains 
Because of the large variety of quantitative models in supply chain research, they 
are not easily classified. Following the systems view of a supplier (as depicted in 
Figure 22), the discussion of quantitative models is grouped into two sections. 
The first deals with the information that the supplier obtains from the buyer as 
input. This discussion focuses on the demand information received by the sup-
plier from the buyer, with all technical information being viewed as a prerequi-
site for the supply of parts. 

Production system
of the supplier

Material

Information

Products

Waste

E
ne

rg
y

P
eo

pl
e

T
oo

ls

Inputs:

Enabler:

Outputs:

Production system
of the supplier

Material

Information

Products

Waste

E
ne

rg
y

P
eo

pl
e

T
oo

ls

Inputs:

Enabler:

Outputs:

Figure 22: Systems view on a supplier (adapted from REINHART & ZAEH

2007, p. 18) 
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As all enablers are assumed to be as given, and the availability of raw material is 
also a delivery reliability problem, analytical models for manufacturing system 
design are discussed in section  5.4.2. This is also the most crucial factor for the
delivery reliability of the finished good. 

5.4.1 Supplier Demand Information 

The discussion of the effect of supplier demand information encompasses two 
parts, where the first addresses the effect of highly variant demand and the sec-
ond is concerned with information asymmetry.  

Even though numerous studies deal with the effect of demand information on the 
supply chain (e.g., LODE 2002, RAGHUNATHAN 2001, MOINZADEH 2002, CHEN

2003), the most cited research is the investigation of the bullwhip effect first de-
scribed by Forrester (see FORRESTER 1996).  
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This effect is based on a phenomenon where the orders of a buyer to the supplier 
do not coincide with actual sales to the end customer, but have a variance that is 
larger than the variance of the sales. Furthermore, the distortion of demand data 
is propagated upstream in an amplified form. This high variance of demand data 
can easily lead to reduced delivery reliability, when the demand from a buyer 
exceeds the capacity of a supplier. A first stage example of this effect is plotted 
in Figure 23, where the order and sales data are shown for a retailer that orders 
items from a manufacturer. 

LEE et al. (1997a) developed mathematical models of supply chains that capture 
the four essential elements of this effect, which are: demand signal processing, 
order batching, rationing, and price changing (LEE et al. 1997b, p. 95).  

The first element describes a situation where demand information is distorted 
because the buyer orders on the basis of the buyer’s forecast, rather than on true 
demand information. In this scenario, the forecast is derived from historical order 
data instead of from a demand preview of the buyer's customer, and may thus be 
exaggerated or underestimated when temporary demand shocks occur.  

Batching of orders is a consequence of two factors: the periodic review process 
and the cost of a purchase transaction. Since orders are in most cases not placed 
daily, but are often weekly, bi-weekly, or even monthly, depending on the inter-
nal processes of the buyer, the supplier cannot see the true demand of the buyer's 
customers. Furthermore, orders are often batched, for reasons such as economic 
lot sizes or to achieve full truck loads. 

Rationing is the situation where the buyer suspects that demand will exceed pos-
sible supply and thus places higher orders, hoping to minimize the difference 
between the actual amount of goods received and the required supply.  

Finally, price changing results in a high variance in orders, where the buyer tends 
to place high orders when prices are low, and minimizes demand when the cost 
of the product is high.  

Given that rationing and price changing are mostly economical effects, the fol-
lowing paragraphs emphasize signal processing and order batching.  

To analyze the first effect, LEE et al. (1997a) developed a model that describes a 
retailer-supplier relationship, that can be used to model any buyer-supplier rela-
tion, and which is based on an order-up-to policy (see SCHÖNSLEBEN 2004, 
p. 524).  
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In their model, demand Dt is serially correlated, as prescribed by (16), where d is 
a demand constant, ρ is a constant between -1 and 1, and µ is a zero mean con-
tinuous random variable. 

µρ ++= −1tt DdD (16) 

The cost minimization problem faced by the retailer is given by equation (17), 
where the expectation is taken with respect to the demand realized. Using (17), 
LEE et al. (1997a) proved that the variance of the retail orders (zt) is strictly 
greater than that of retail sales (Dt), when ρ is between zero and one. Further-
more, they showed that the variance of orders from the retailer to the manufac-
turer (Var(zt)) increases in the replenishment lead time of the manufacturer (υ).  
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β Cost discount factor per period 

Dt Demand in period t

c Unit ordering cost 

d Demand constant 

g Discounted holding and shortage cost after υ periods11

h Unit holding cost 

µ Normally distributed variable 

π Unit shortage penalty cost 

ρ Constant satisfying -1 < ρ < 1 

St Amount of goods in stock, on order at the manufacturer and in transit 

t Period in the process 

υ Replenishment lead time (time between ordering and receiving goods) 

zt Quantity of the order to the manufacturer in period t

From these results, the general managerial conclusion may be drawn, that it is 
beneficial for all parties to share the true demand information to reduce variation 
in demand and thereby reduce excess inventory levels, as well as the probability 
of stock-outs, to thus increase delivery reliability. 

                                             

11 See HEYMANN & SOBEL 1984, pp. 75-78 for a detailed discussion 
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The second model elaborated on here (LEE et al. 1997a) deals with order batch-
ing and is based on a periodic-review-stationary-demand system with full back-
logging with each review cycle taking place every R periods. N retailers (or buy-
ers) are assumed to have a demand ξ with a mean of m and a variance of σ2 in 
each period. Depending on how the retailers' order cycles may be independent or 
correlated, three different cases are differentiated: random, correlated, and bal-
anced ordering. Random ordering describes the case where the demand from re-
tailers is independent of each other. In this case, the expected total number of 
orders ( )r

tZE and the related variability ( )r
tZVar are expressed by (18): 

( ) NmZE r
t = , ( ) )1(22 −+= RNmNmNZVar r

t σ (18) 

For positively correlated ordering, the case is considered where all retailers order 
in the same period, which results in the expected demand and variability for the 
manufacturer given by (19): 

( ) NmZE c
t = , ( ) )1(222 −+= RNmNZVar c

t σ (19) 

The other extreme case of balanced orders occurs when demand from different 
retailers is evenly distributed over time. For this scenario, the cumulative demand 
and the variability are expressed by (20). Here, retailers are divided into R

groups, where the number of retailers is calculated by N = MR+k and k groups 
have the size (M+1), and (R–k) groups have the size M, such that all retailers in 
one group are ensured to order on the same day, and orders are placed on every 
day of the order cycle.  

( ) NmZE b
t = , ( ) )(22 kRkmNZVar b

t −+= σ (20) 

ξik Demand for retailer i in period k  

k Parameter for calculation of retailer gropus / retailers per group (balanced ordering) 

m Mean demand for ξik for each retailer  

M Parameter for calculation of retailer gropus / retailers per group (balanced ordering) 

N Number of retailers 

σ
2 Variance for ξik for each retailer 

R Periods in review cycle, number of retailer groups (balanced ordering) 

Zt
r,c,b Orders from n retailers under randon, correlated or balanced demand 

From these expressions ((18), (19), (20)), the mean expected demand is assumed 
to be constant in all cases, whereas the variability differs significantly. Correlated 
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ordering, with all orders being placed in the same period, has the highest variabil-
ity, balanced ordering has the lowest variability and random ordering has a vari-
ability that is less than the first and higher than the second. In addition, the manu-
facturer experiences higher variability than do retailers, who face σ2, in all cases.  

The main managerial implications drawn by LEE et al. (1997a) are twofold. First, 
information distortion is greatly reduced by installing information technology 
that instantly conveys true demand to the supplier, as variability can thereby be 
decreased. The second opportunity is to reduce the transaction cost of an order, 
for example, by automating ordering or lowering the cost of a truck load. Both 
measures will result in a situation that comes closer to the balanced ordering 
case. 

Hence, the bullwhip effect or demand signaling, and order batching, are  
phenomena that can be mitigated by a limited number of measures directed to-
wards the ordering process and information technology.  

A second effect that has a great influence on the reliability of a supplier is the 
symmetry or asymmetry of information between the buyer and the supplier. 
KALUZA et al. (2003, p. 23) categorized such information asymmetry into three 
categories: hidden characteristics, hidden intention, and hidden information. For 
example, a hidden characteristic is an aspect of quality that cannot be easily as-
sessed by a buyer (as mentioned in Chapter 2, i.e., the quality of toothpaste), 
while a hidden intention may be a reason for one party to engage in a relationship 
with another party, which is not openly communicated (e.g., a buyer that seeks to 
learn certain engineering capabilities from a supplier). In the context of demand, 
hidden information could be a buyer's knowledge about the end-customer de-
mand that is not shared with the supplier. 

In regard to the latter problem, ÖZER & WEI (2006) studied how different con-
tracts affect the optimal capacity decision, and thus, the supplier’s and the manu-
facturer’s (or buyer's) profit, under asymmetric forecast information in a two-
level supply chain. The problem addressed here is that the supplier must secure 
component capacity prior to receiving firm orders from the manufacturer. In a 
decentralized supply chain, however, the manufacturer often has better demand 
information due to a proximity to the customers. 

This information asymmetry creates an incentive problem: the manufacturer can 
influence the supplier’s capacity decision by exaggerating the end customer's 
forecast. Anticipating this, the supplier does not consider the information pro-
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vided by the manufacturer to be credible and thus decides upon the component 
capacity based upon a less accurate demand forecast (ÖZER & WEI 2006, 
p. 1238).  

In describing this problem, the expected demand is modeled according to (21), 
where µ is a public constant (a minimal demand forecast provided by a market 
research firm, for example) and ε is a zero mean continuous random variable 
with cdf G(�) and pdf g(�), representing market uncertainty, which is also com-
mon knowledge. The private forecast information ξ is deterministic to the manu-
facturer, but a random variable to the supplier (with cdf F(�) and pdf f(�)). 

εξµ ++=D (21) 

To assess the performance of various contracts, the centralized system (CS) as 
the “first best” solution to this information asymmetry problem, is considered as 
a benchmark. The optimal capacity KCS may be derived from the suppliers’ ex-
pected profit (see (22), (23)) where expectation is taken with respect to the uni-
formly distributed ε only, as the private forecast information is known to the 
manufacturer and to the supplier, in the case of the centralized system. 
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In comparison, the very simple and most prevalent wholesale price contract, un-
der which an a priori-negotiated wholesale price w is paid by the manufacturer 
for each ordered unit, suffers from two sources of inefficiency: it does not 
achieve credible information sharing, and is the source of double marginaliza-
tion12 (see e.g. SPENGLER 1950).  

The first effect may be illustrated through the equation for the supplier’s optimal 
capacity KWS under the wholesale price contract, which is subject to the convolu-
tion of F(�) and G(�) and irresponsive to the manufacturer's private forecast in-
formation (see (24), (25)). The latter source of inefficiency stems from the fact 
that the supplier optimizes capacity with respect to the wholesale price w, which 
is strictly lower than the retail price r. 

                                             

12 Double marginalization is defined as the exercise of the market power at successive vertical layers in a 

supply chain resulting in a price increase of the good at each step (e.g. producer and OEM margins) 
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c  Unit production cost 

ck Unit capacity cost 

D Market demand 

ξ Producer's private forecast information 

ε Market uncertainty 

KCS / WS Reserved capacity 

r Market price 

µ Demand constant 

w Wholesale price 

To overcome the aforementioned lack of performance, ÖZER & WEI (2006) de-
signed the advance purchase and the capacity reservation contracts. The first 
achieves credible information sharing by requiring an advance purchase from the 
manufacturer prior to the supplier’s capacity decision. The contract is designed 
according to the principle of a signaling game (see FUDENBERG & TIROLE 2000) 
and thus gives the manufacturer the opportunity to “signal” an optimal advance 
purchase quantity to the supplier, based upon the negotiated advance purchase 
price, which will be considered credible by the supplier with the probability of 
one.  

The capacity reservation contract utilizes the revelation principle13, a screening 
game (see GIBBONS 2004, SALANIÉ 1997, MYERSON 1981), to precipitate sym-
metric demand information. This is realized by constructing a menu of contracts 
that form a nonlinear capacity reservation price curve that offers an optimal con-
tract for each “type” (i.e. parameter set) of manufacturer with private forecast 
information. 

Furthermore, ÖZER & WEI (2006) showed that the adverse effect of double mar-
ginalization can be mitigated through a pay-back agreement, where the manufac-

                                             

13 The relevation principle states that any Bayesian Nash Equilibrium of any Bayesian game can be repre-

sented by an incentive-compatible direct mechanism (GIBBONS 2004, p. 165) 
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turer shares the risk of excess component capacity by offering a pay-back com-
pensation.  

From the result of a numerical study on different ratios between market uncer-
tainty and private forecast information and capacity expansion cost, the contract 
portfolio was derived (Figure 24). Thus, the information asymmetry between the 
supplier and the buyer can be efficiently eliminated through a wide range of con-
tracts. 
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Figure 24:  Map of optimal supply contracts under forecast asymmetry (ÖZER

& WEI 2006, p. 1252) 

Finally, a third effect concerning demand information must be briefly mentioned, 
for the sake of completeness. In situations where the buyer is uncertain regarding 
the demand of the end-customer, the buyer may understate the demand forecast 
to the supplier, so that the supplier builds an overly small capacity and sales may 
be lost in situations where the actual demand exceeds the forecast. To maximize 
profit, both for the buyer and for the supplier, and to safeguard delivery reliabil-
ity, two similar contracts have been developed that the supplier may offer to the 
buyer. 

First, the buy back contract is constructed so that the supplier offers to buy back 
unsold goods from the buyer at a prefixed price. This gives the buyer an incen-
tive to increase the demand forecast and may increase the supplier’s and the 
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buyer's profit (see PASTERNACK 2002 or SIMCHI-LEVI et al. 2003, p. 55 for more 
detail). 

The second contract, the revenue sharing contract, has an identical objective, but 
a somewhat different mechanism. In this setting, the supplier reduces the price of 
the goods supplied to the buyer and thus provides the buyer with an incentive to 
place a higher order or demand forecast. In return, the buyer shares the realized 
profits with the supplier (see CACHON & LARIVIERE 2005 or SIMCHI-LEVI et al. 
2003, p. 54 for more detail). This again results in a more efficient profit distribu-
tion for the buyer and the supplier. 

These three phenomena, the bullwhip effect, demand information asymmetry, 
and demand understating summarize the main research problems in terms of de-
livery reliability and demand information. As mentioned, the following section 
elaborates on the research on manufacturing system design in the context of de-
livery reliability. 

5.4.2 Supplier Manufacturing System 

The discussion on the manufacturing system design of the supplier is divided 
logically into two sections. The first elaborates on research that is directed to-
wards mechanisms that give the supplier an incentive to design the manufactur-
ing system according to the buyer's needs, which has been developed only re-
cently. The second part describes methods and models that are employed to de-
termine the right design of the supplier's system, depending on the external de-
mand and the nature of the product. 

Concerning the first group of research, two contract forms are introduced in this 
thesis that are employed to give the supplier some expectation about the buyer in 
regard to the supplier's system design: quantity flexibility and lead time contract.  

The first contract specifies the flexibility of the buyer in the actual order quantity. 
For instance, TSAY & LOVEJOY designed a rolling horizon quantity flexibility 
contract in a multi-echelon setting that allows non-stationary demand and infor-
mation updating (see also TSAY 1999). The contract is set up so that the buyer in
a certain period t states the demand vector to the supplier 

( ){ } ( ) ( ) ( )[ ]...,,, 210 trtrtrtr = , (26)
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where r0(t) is the purchase quantity in period t and rj(t) is the estimate of the 
quantity to be purchased in period (t + j), for each j greater than 1. This contract 
is further parameterized by α = [α1, α2, …] and ω = [ω1, ω2, …] which describes 
the flexibility enjoyed by the buyer in altering the demand vector and which is 
specified as follows:  

[ ] [ ] 1)(1)1()(1 1 ≥+≤+≤− − jandteachfortrtrtr jjjjj αω . (27)

Using heuristics, TSAY & LOVEJOY (1999) showed how the buyer should con-
struct the demand vector given the variation of market demand and the supplier's 
flexibility limits prescribed by the contract. Furthermore, TSAY & LOVEJOY

(1999) investigated how the supplier should set up the system to fulfill the con-
tract parameters. In relation to the previous section, the intuitive result proves 
that the quantity flexibility contract dampens the bullwhip effect, which may be 
considered beneficial for the supplier. Other forms of the quantity flexibility con-
tract have been reviewed by CACHON (2003). 

In regard to the second construct mentioned above, LUTZE & ÖZER (2007)  
studied a promised lead time contract that reduces the supplier's risk of demand 
uncertainty and the buyer's risk of uncertain delivery reliability. The basic setting 
used for this research is depicted in Figure 27, where LUTZE & ÖZER studied a 
two-stage supply chain with uncertain end-customer demand Dt (with cdf F(�)
and density f(�)), which is satisfied by a retailer who orders goods from a  
supplier. 
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Figure 25: Two-stage supply chain under the promised lead time contract 

In this model, the general sequence of events is assumed to be as follows: at the 
beginning of each period, the supplier and the retailer receive shipments, with the 
supplier obtaining these materials from a vendor with ample inventory and a lead 
time of L periods and the transportation time between the retailer and the supplier 
equal to l periods. The supplier and the retailer then incur the cost cs and cr for 
each ordered item (supplier – index s, retailer index r). The retailer satisfies end-
customer demand and both the supplier and the retailer pay a shortage cost c for 
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unfulfilled demand (if required) and a total inventory holding cost of h. The re-
tailer places an order with the supplier, τ periods in advance, which the supplier 
promises to fulfill. Thus, the retailer receives the goods τ + l periods after the 
order has been placed. 

Under these contract terms, LUTZE & ÖZER (2007) characterize the optimal 
promised lead time τ and the corresponding payments that the supplier should 
charge to minimize expected inventory cost, while ensuring the retailer’s partici-
pation. In addition, they analyze the system under local and central control and 
under full and asymmetric information about the retailer's shortage level. The 
centrally controlled supply chain is used as a benchmark for the locally con-
trolled system to show the circumstances in which the supplier and the retailer 
over-invest in inventory. Finally, with other analyses, the supplier is shown when 
to consider a promised lead time contract and when to refrain from such an 
agreement.  

In summary, the promised lead time and the quantity flexibility arrangements are 
means through which the buyer can contractually specify the expected  
performance of the supplier’s system. The actual system design is supported 
through various models and methods that are briefly reviewed in the following 
paragraphs. Again, this discussion is split logically into two parts, where the first 
deals with single and multi-echelon design as well as queuing theory, while the 
second provides a brief overview of dynamic simulation models for verifying 
manufacturing system design. 

Since a multitude of papers deal with inventory management, this thesis focuses 
on a single-echelon model described by ZÄH & MÖLLER (2007), which is similar 
to the models described by GRABAN (1999, p. 37 et seq.).  

This inventory model is used for determining the maximum amount of inventory 
required when facing stochastic demand from an internal or external down 
stream customer and lead times of the production process or factory vary. 

As shown by formula (28), the resulting equation is divided into Bu and Bs, which 
represent the basic stock and the safety stock. The basic stock Bu is the amount of 
inventory required to buffer against mean demand, considering the mean lead 
time. The safety stock Bs has two components: I and II, marked in formula (28). 
The first is required because of demand variation, while the second ensures in-
ventory availability against variable lead time. The amount of stock B is the in-
ventory level that may be reached when no orders are on hand and when all order 
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have been filled. Otherwise, the inventory level oscillates between this maximal 
value and zero. 
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B Maximum stock 

BU Basic stock 

BS Safety stock 

µd Mean demand 

µKZZ Mean lean time 

σd Demand variation 

σKZZ Lead time variation 

z Safety stock factor, specifying the desired service level 

Formula (28) can also be used for analyzing multi-echelon systems when the 
constituent dyads are separated, all stochastic parameters for the upstream mem-
ber of the supply chain are known, and the resulting parameters can be calculated 
separately for each process or manufacturing system. Nevertheless, a model simi-
lar to the single-echelon model described above, which does not consider lead 
time variation nor instable quality was elaborated by ALICKE (2003, p. 69 et 
seq.). Furthermore, the research on multi-echelon models is highly mature and 
models for many-use cases have been developed. A comprehensive overview of 
these models was contributed to inventory management research by 
FEDERGRUEN (1993). 

In addition to the inventory models discussed above, queuing models are em-
ployed to analyze the characteristics and delivery reliability (or throughput time) 
of single or connected manufacturing systems, while considering processes and 
product types. 

Queuing theory models typically have the following structure: orders arrive with 
a certain arrival rate at the system, adding themselves to the queue, which may be 
empty or filled. The system has a certain number of capacities (e.g., machines, 
assembly stations) to process those orders. The wide field of queuing theory is 
structured by the mathematical characteristics of the queue or the network of 
queues to be treated: the type of arrival processes at the queue, types of comple-
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tion processes at the capacities, and number of capacities serving the single 
queue. The strategy for picking the next customer is always first-come-first-serve 
and the queues are not limited in length. The arrival process is determined by its 
type of distribution, e.g., deterministic (D), Poisson-distributed (M), or generally 
independently distributed (GI). Similarly, the distribution of the service time 
process can be deterministic (D), exponentially distributed (M), or generally dis-
tributed (G). A wide number of applications of queuing theory for analyzing 
manufacturing system performance were mentioned by ASKIN (1993). 

In contrast to the static queuing theory models, numerous researchers have con-
sidered dynamic simulation models for analyzing supply chain performance. As 
mentioned above, in supply chain research, a pioneering model was developed by 
FORRESTER (1958), using System Dynamics, which is a simulation approach that 
models the feedback loops and time delays within a system via stocks, flows, and 
decision rules regarding the flows. Further applications to manufacturing system 
design (see MORECROFT 1979) and supply chain management have been de-
signed and are summarized by BHUSHI & JAVALAGI (2004). These may be di-
vided into models that contribute to theory building, to research using System 
Dynamics modeling for problem-solving, and to research for improving the  
modeling approach. The latter group has not been extensively researched 
(ANGERHOFER & ANGELIDES 2000, p. 343).  

Other authors have concentrated on the analysis of supply chains with standard 
discrete event simulation packages (such as Simulink® or emPlant®) designed 
specifically for analyzing production systems. Based on these (e.g. SELKE

(2004)) designed algorithms for the automated generation of discrete event simu-
lation models from operational data collected on the shop floor, which somewhat 
mitigates the high amount of effort and time required to create a simulation 
model. Logically building on this research, WIENDAHL et al. (2005) designed a 
set of parameterized simulation models for the simulation of supply chains 
which, to some extent, can be automatically generated from process plans. The 
model consists of a customer, a supplier, and a producer module, where the first 
generates demand according to a specified distribution and the second delivers 
raw material with a normally distributed lead time. The producer module is com-
prised of "throughput elements" (see WIENDAHL 1997), which resemble a capac-
ity with certain changeover, process transportation, and queuing times. These 
models can be employed for the planning and operation of a supply chain 
(WIENDAHL et al. 2005, p. 243). During the planning phase, they can be used to 
select suppliers, and test the overall delivery reliability of the supply chain, 
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whereas, in the operation phase, product availability dates can be calculated and 
the effect of changes in the product mix or in the processing time can be simu-
lated. Further applications of discrete event simulation to supply chain manage-
ment were reviewed by SEMINI et al. (2006). 

5.5 Summary of Quantitative Supply Chain Research 
The discussion of quantitative models for increasing delivery reliability of sup-
pliers has given various insights into possible sources of insufficient supplier per-
formance. Concerning the models dealing with demand information, the consid-
eration of the bullwhip effect by LEE et al. (1997), specifically, the elaboration of 
demand signaling and order batching revealed that IT has a great impact on the 
performance of the supply chain. This is achieved mainly through the real-time 
availability of demand information to all parties within a supply chain. In accor-
dance with this insight, companies have invested heavily in order management 
IT, as mentioned in the introduction to this thesis. Nevertheless, a number of sur-
veys have shown that the installation of IT has often been insufficient to achieve 
close to perfect delivery reliability (e.g., HECKMANN et al. 2003, p. 2).

The information asymmetry between a buyer and a supplier, described by ÖZER

& WEI (2006), is a further source of delivery risk, which, in the view of this the-
sis, can be avoided through certain contracts, when such situations arise in indus-
try. As ÖZER & WEI (2006) showed, contract selection must be based on the cost 
of capacity expansion and the level of information asymmetry. 

The buy-back and the revenue-sharing contracts, considered by PASTERNACK

(2002) and CACHON & LARIVIERE (2005), respectively, are constructs that can 
increase the delivery reliability of the supplier and the buyer, when total end-
customer demand is uncertain. The applicability of these constructs in industry, 
however, may require a high level of integration between the supplier and the 
buyer as trust is a prerequisite for the utilization of these contracts. 

In summary, research on the effect of demand information on the delivery reli-
ability of suppliers seems mostly complete, as the effects of how information is 
passed onto the supplier and the confidence of the supplier in the buyer, with re-
spect to their knowledge of end-customer demand, have been addressed by cur-
rent research. Additionally, initial results have been obtained in terms of real-
time demand information sharing. 

The contractual measures for achieving a capable manufacturing system design 
of the supplier, as discussed by TSAY & LOVEJOY (1999) and by LUTZE & ÖZER



 5.5 Summary of Quantitative Supply Chain Research 

67 

(2007), show that buyers can theoretically reduce the risk of low delivery reli-
ability by specifying their expectation in regards to the supplier's output. Fur-
thermore, the shortage cost incurred by the supplier in the case of insufficient 
delivery reliability should be an additional incentive for a suitable manufacturing 
system design on the supplier side. Nevertheless, from the view of this thesis, 
these constructs are often applied by buyers, but do not significantly increase 
delivery reliability, as suppliers mostly fail to adapt their system to the require-
ments of the buyer. 

Echelon and queuing systems are excellent ways for suppliers to analyze the 
characteristics of their manufacturing systems. Nevertheless, they are not often 
utilized in industry due to their complexity. Furthermore, they are not suitable to 
assess dynamic effects such as short-term demand shocks.  
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Figure 26: Summary of quantitative supply chain management research 

System Dynamics and discrete event simulation models are well suited for ana-
lyzing supply chains. System Dynamics models, however, do not have the  
maturity needed to be applied to supply chain delivery reliability and inventory 
analysis, as they have been mostly used to answer specific questions or to build 
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theory on supply chain design in general. A clear process for applying the man-
agement of supplier delivery reliability has not yet been established.  

Discrete event simulation models require costly IT packages as well as substan-
tial expert know-how, when models need to be adapted. In the view of this re-
search, this is also the main reason for their rare use in assessing the supplier's 
manufacturing system. Figure 26 summarizes the discussion of quantitative mod-
els for the management of delivery reliability, as exisiting models for assessing 
the manufacturing system of the supplier are not suitable for application in indus-
try. Echelon and queuing models are too complex, System Dynamics is not ap-
plied to supply chain design because of the lack of methodology, and the genera-
tion of discrete event simulation models is costly and requires high effort. 

Thus, the hypothesis of this thesis is that low delivery reliability of a supplier 
mostly results from insufficient manufacturing system design on the supplier 
side. This may be due to the fact that buyers do not have an affordable tool that 
can be easily applied in a supplier analysis and combines the benefits of static 
echelon and queuing as well as dynamic simulation models to analyze the capa-
bilities of a potential supplier.  
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6 Empirical Investigation of the Management of 

Delivery Reliability 

6.1 Introduction 
To prove the hypothesis that buyers often do not ensure that the manufacturing 
system of the supplier is suited to achieving the desired level of delivery reliabil-
ity, but rather rely on contractual measures, which leads to a lack of organiza-
tional integration, the results of a survey that was conducted in the course of this 
research are elaborated on in this chapter. This empirical investigation is based 
on a determinant model for dyadic supply chains, derived from the review of 
qualitative supply chain research in Chapter  5.2. In addition to the survey results, 
requirements for a tool for selecting a supplier base are described. 

The remainder of this chapter is organized as follows: the subsequent section dis-
cusses the determinant model for describing bilateral supply chains. In Section 
 6.3, the design of the survey and the participation are introduced. Next, the statis-
tical foundation for the analysis is provided and the results are discussed. Finally, 
recommendations for the design of a tool for analyzing suppliers are given in 
Section  6.4.  

6.2 Theoretical Derivation of a Bilateral Determinant 
Model 

The main objective in deriving the determinant model was to establish a parame-
ter set that sufficiently describes all factors influencing supplier delivery reliabil-
ity in a dyadic supply chain. This means that all governing factors of the manu-
facturing system of the buyer and of the supplier must be comprehensively de-
scribed by the model. An additional objective was that these parameters must be 
able to be operationalized for analyzing a potential supply chain. 

The derived determinants (Table 2) include the parameters extracted from the 
qualitative supply chain models and are grouped into three categories (see ZÄH et 
al. 2004a): the exchanged good, the two associated enterprises, and the fit of the 
two partners. In describing the exchanged good, the value of the product, volatil-
ity of demand, and yearly demand are common attributes for selecting suitable 
replenishment principles (see FISHER 1997). As stated in the model of functional 
and structural attributes by MEYR et al. (2000), the latter two also determine the 
repetition of operations. The extent of standardization, which is also mentioned 
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by BEAMON & CHEN (2001) and by MEYR et al. (2000), may be taken into ac-
count by the number of variants supplied. Even though the last four parameters 
are specified as nominal parameters in Table 2, they may also be utilized as nu-
merical determinants. 

The shelf-life of the exchanged goods is an attribute that was not mentioned by 
any of the authors discussed in the literature review. Nevertheless, it is relevant 
to deduct the best replenishment principle (since food may go stale, and sheet-
metal might rust, which would limit the storage period). This needs to be inte-
grated into the model developed here. 

Category Determinant Characteristics 

Value high medium low Ex-
changed 
good Demand variation constant fluctuant heavily fluctuant

Yearly demand <102 <103 <104 <105 <106 >106

Variants none <5 <50 ≥50 >500 

Shelf life days weeks months years unlimited

CODP – suppl. make to stock make to order purchase to orderAssociated 
enter- 
prises Org. prin. – suppl. fixed-site job-shop cellular  flow line 

Volume flexibility none limited unlimited 

CODP – buyer make to stock make to order purchase to order

Org. prin. – buyer fixed-site jop-shop cellular line 

Distance hours days weeks months Entitie's 
fit 

Repl. prin. – buyer pull push 

 Repl. prin. – suppl. pull push 

Table 2: Determinants of bilateral supply chain relationships (see   

  ZÄH et al. 2004b) 

Regarding the involved enterprises, the Customer Order Decoupling Point 
(CODP) is of extraordinary significance (see MEYR et al. 2000; SUPPLY-CHAIN-
COUNCIL 2005). For both the supplier and the customer, it defines the first stage 
when an incoming order is processed. In addition, the CODP of either the cus-
tomer or the supplier limits the possible production control methods. The flexi-
bility of suppliers, with respect to the amount of goods to be supplied, is also of 
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special importance. For instance, this ability influences the dimensioning of 
safety stocks and gives the buyer an understanding of the degree of demand fluc-
tuation that the supplier can bear. The last attribute is also mentioned by MEYR et 
al. (2000), and the organization principle of the production processes of the sup-
plier and the buyer complete this category. 

In the context of the fit of entities, the distance between two companies (local, 
global) is a frequently mentioned attribute. In the view of this thesis, however, it 
is not important if the two partners are located in the same country or same re-
gion, though the replenishment lead time is of great significance for managing 
deliver reliability (see FISHER 1997). For this reason, a determinant that charac-
terizes the entitie's fit is the distance, measured in time for replacement of prod-
ucts (e.g., hours, days, etc.). The second and third attributes chosen for this cate-
gory are the underlying internal production control or replenishment principles of 
the two companies. Thus, pull14 and push15 systems are distinguished, as all pos-
sible production control principles can be assigned to either group. This com-
pletes the set of parameters proposed for describing bilateral supply chains. 

Considering that the set of determinants sufficiently describes the inputs to the 
supplier's manufacturing system and the production system of the buyer and the 
supplier, the first objective stated above is fulfilled. As it will be shown in Chap-
ter 7, the parameters may be described by a simulation model and the determi-
nants can thus be classified as operationable, and the second objective is hence 
equally satisfied. 

6.3 Empirical Investigation 

6.3.1 Survey Design and Participation 

To investigate the level of organizational integration for buyers and their suppli-
ers in industry, and to prove or disprove the hypothesis stated above, the deter-
minant model introduced above was used as a framework for the survey. 

                                             

14 In this thesis a pull system is defined as replenishment system wherein material is only processed on

customer request and inventory levels are strictly within predefined boundaries 

15 In this thesis a push system is defined as replenishment system wherein inventory levels do not follow 

predefined boundaries due to the variability within the system (e.g. lead time variability). 
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The underlying questionnaire was designed in a three stage process that consisted 
of the initial design, a revision of the first version by the statistical consultation 
office of the Ludwigs-Maximilians-University of Munich (LMU) and pretests 
with a production and a procurement manager. The questionnaire was designed 
to gather data in regards to the respondent’s suppliers for one specific product, in 
order to extract the determinants for one single supply chain and to avoid any 
confusion with the many supply chains that may exist within a production enter-
prise. 

An English version of the final questionnaire (the questionnaire that was used for 
the survey was in German) is included in an appendix of this thesis (Chapter 
 11.1). The questionnaire consists of four parts, with the first part mainly request-
ing data about the respondent’s position and company. From discussions with the 
statistical consultation office, three open questions were added to the first part of 
the questionnaire to capture the full attention of potential respondents. These 
three questions inquired about the supplier selection process and the potential for 
improving the cooperation with suppliers. 

Since the intended survey respondents are buyers, the second part asks for spe-
cific details about all determinants related to the buyer. In addition, some ques-
tions refer to the nature of the product and the position of the respondents com-
pany within a supply chain. The third part asks specific questions about how cus-
tomers are distributed in regard to the buyer’s CODPs, and the fourth part begins 
with identical questions for the supplier. Moreover, respondents were asked 
about the importance of the following supplier characteristics in the supplier se-
lection process: organization principle, CODP, volume flexibility, distance, and 
replenishment principle.  

Next, participants were asked to provide data regarding the determinants for a 
maximum of three suppliers, one for each possible order decoupling point of a 
supplier. Furthermore, the data used for Figure 1, specifically, the supplier selec-
tion priorities, were collected from the respondents. Finally, the questionnaire 
inquires about the application of certain contract forms, as well as the frequency 
of price changes. 

As mentioned above, the pretest for the questionnaire was conducted with a pro-
duction and a purchasing manager. The respondents were selected from the same 
mechanical engineering company and the questionnaire was filled out with re-
gards to a product and manufacturing facility that is well known to the originator 
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of the questionnaire. During the test, it became clear that the second part of the 
test was difficult to comprehend and thus, the relevant questions were rephrased 
in the final version of the questionnaire. From the results of the pretest, the pur-
chasing manager was assumed to have a more substantial input for the question-
naire, mostly because he was exposed to both the shop floor and the purchasing 
data. 

Contact data was acquired from an address agency (Schober Information Group) 
for 795 purchasing managers from companies with more than 500 employees in 
the automotive, aeronautics, electronics, and mechanical engineering industries, 
where the size of the companies was chosen so that the addressed firms were 
large enough to invest substantially in the supply chain knowledge. After review-
ing the obtained data and eliminating duplicates, the questionnaire was sent to 
776 purchasing managers, with a letter explaining the purpose of the survey and 
the role of the Institute of Machine Tools and Industrial Management (iwb) of 
Technische Universität München. 

As the response rate was extremely low at the beginning of the response period, a 
follow-up mailing was sent to all non-respondents, six weeks after the initial 
mailing. The follow-up included an announcement of the possibility of complet-
ing the questionnaire by means of an online form. 

A final response rate of 6.4% was achieved. The corresponding statistical distri-
bution of the respondents' characteristics is depicted in Figure 27. Thus, 50 com-
panies (46% mechanical engineering, 20% automotive, 16% electronics, 10% 
aeronautics, and 8% no industry specified) completed the questionnaire and 
thereby provided data sets for 95 dyads.  

The actual respondents were distributed over the following departments: purchas-
ing (78%), procurement (14%), production (2%), materials management (4%), 
and supply chain management (2%). The low percentage of purchasing managers 
was due to the questionnaire being passed on to another respondent within the 
company, so that it was not completed by the actual addressee but by an em-
ployee in a different department, since some purchasing managers had felt that 
they could not provide substantial answers to the questionnaire.  

In terms of revenues, 8% of the companies are in the group with greater than 10 
billion Euro, 44% are between one and ten billion Euro, while the remaining 
companies are below one billion. As targeted, 84% of the respondents were from 
companies that have more than 500 employees and the majority of these compa-
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nies (64%) are OEMs. The yearly demand for the investigated products is mostly 
lower than 100.000 units sold per year (66%). 
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Figure 27: Survey participant statistics in percent

In addition to the data listed in Figure 27, it can be inferred from the data that 
62% of the respondents are from companies that manufacture a final product, 
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while 28% of the companies produce components, and the remaining firms pro-
vide norm or customized parts. Furthermore, 57% of the responding enterprises 
have fewer than 5 production facilities. 

For the analysis of the determinant relevant data and the analysis of the hypothe-
sis regarding the lack of organizational integration between the supplier and the 
buyer, different statistical methods were employed, which are reviewed in the 
following section. 

6.3.2 Statistical Considerations 

To show that the manufacturing system of the supplier often does not fit with the 
requirements of the buyer, possible causalities between the determinants within 
the survey data were analyzed in this research. To test for the existence of such 
causalities, two-dimensional contingency tables (see BACKHAUS et al. 2003, p. 
164 et seq. or GILBERT 1993), that were constructed from the determinant data, 
were analyzed for nominal variables. Relations between metric (e.g., demand) 
and nominal variables were assessed using the Kruskal-Wallis-test (see 
HARTUNG et al. 1998). The application of Logit models (see ANDREß et al. 
1997) was not possible due the low number of data sets. 

  Columns (variable 2) 

  1 2 · · · · c Total 

Rows (variable 1) 1 n11 n12 · · · · n1c n1·

2 n21 n22 · · · ·  n2·

·        

r nr1      nrc nr·

Total n·1 N·2     n·c n.. = N 

Table 3: General form of a two-dimensional contingency table (as in 

EVERITT 2000, p. 4) 

The general form of contingency tables is given by Table 3, where a sample of N
observations is classified with respect to qualitative (nominal or ordinal) vari-
ables, with one having r categories and the other having c categories. The ob-
served frequency in the ith category of the row variable and the jth category of the 
column variable is the frequency represented by nij within the contingency table. 
The total number of observations in the ith category of the row variable is denoted 
by ni· and the total number of observations in the jth category of the column vari-
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able is expressed as n·j. The total number of observations within the sample is 
then denoted by n··. 

To judge if the two variables are independent, the frequency (F) observed in 
category ij must be equal to the expected frequency (E), as specified by the fol-
lowing equation 

jiijijij pNpNpEF ⋅⋅=== , (29)

where the required probabilities can be easily estimated from the marginal fre-
quencies in categories i and j, and the total number of observations. The hypothe-
sis that this is generally true is called the null hypothesis, denoted by H0. To see 
this, the Chi-square-test, as suggested by PEARSON (1904), which employs the χ2

statistic, is given by: 

∑∑
= =

−
=

r

i

c

j ij

ijij

E

En

1 1

2
2 )(

χ ,
(30)

where Eij is the expected frequency observed for category ij. The Chi-square dis-
tribution arises from the sums of squares of the number of independent variables, 
zi, each of which has a standard normal distribution. The form of this distribution 
depends on the number of independent variables involved, which is represented 
by the number in independent terms within the contingency table, given that the 
row marginal totals and column marginal totals are fixed. This value is often re-
ferred to as the degrees of freedom (DoF) of a contingency table. The acceptance 
or rejection of the null hypothesis is then based on the probability distribution of 
χ

2, where low probability values lead to the rejection of the hypothesis and a de-
pendency between two variables thus exists. Generally, a low probability value is 
taken to be 0.05 and is referred to as a 5% significance level of the test. 

Once a dependency has been found, the direction of this relation can be inter-
preted by various measurables, as defined by Goodman & Kruskal. In this thesis, 
the first of two measures that are employed, due to their good applicability, is the 
Goodman & Kruskal λ value (see EVERITT 2000, p. 60 et seq.): 
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This measure specifies how much the knowledge on the classification of one 
variable improves the ability to predict the other. More specifically, the measure 
λ1 given by formula (31) is the relative decrease in the probability of an error in 
guessing variable 1 (in Table 3) with and without knowledge regarding vari-

able 2. Formula (32) specifies this measure for the reciprocal case. If the values 
obtained from these formulae are zero, no directional association is present. 
Thus, higher values (between zero and one) indicate a stronger association. 

The second directional measure utilized in this thesis to obtain results in situa-
tions where λ-values are not unequivocal is the Goodman & Kruskal τ value (see 
HARTUNG et al. 1998, p. 459 et seq.). This measure is based on identical reason-
ing as is the previous measure, but calculated somewhat differently, as given by 
formulae (33) and (34).  
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Similar to the previous case, values of τ lie between zero and one. As mentioned 
at the beginning of this chapter, the analysis of dependencies between numerical 
and nominal or ordinal variables was performed by means of the Kruskal-Wallis 
test (see HARTUNG et al. 1998, p. 548 et seq.). Like most non-parametric tests, it 
is based on ranked data. Thus, the numeric observations (e.g., yearly demand) are 
converted to their ranks in the overall data set. This means that the smallest value 
gets a rank of one, the highest is assigned a rank that is equal to the population 
size N, and all remaining data receive a rank greater than one and smaller than N. 
The underlying hypothesis of the Kruskal-Wallis test is that the mean ranks of 
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the populations, which are represented by the categories of a nominal variable, 
are expected to be equal. Alternatively, this may be stated as follows: when the 
relation of a nominal variable with k categories and a numerical variable is inves-
tigated, the y mean values of the ranks of the numerical data sets are assumed to 
be similar when the null hypothesis is true. 

)(

)(
1

)1(3
)1(

12

3
1

3

1

NN

TT

N
N

R

NN
H

k
kk

k k

k

−

−
−

+−
+

=

∑

∑

=

=

(35)

N Total number of samples 

Nk Number of cases in the kth category 

Rk Sum of ranks in the kth category 

Ti Ties in the kth category 

The test statistic H for the Kruskal-Wallis test is given by (35), where Ri and Ti

specify the sum of the ranks within a category, and the number of ties within 
each category, respectively. H is assumed to follow a Chi-square distribution 
with k-1 degrees of freedom. The rejection or confirmation of the null hypothe-
sis, as described above, depends on the probability obtained for a given value of 
H. 

6.3.3 Statistical Analyses 

In this research, the Kruskal-Wallis test was employed to analyze the relation 
between numerical variables such as value, demand variation, and yearly de-
mand, and the nominal variables. All statistical calculations used the software 
package SPSS® and the underlying data is shown in section  11.2. The signifi-
cance of the resulting correlations is denoted by the cursive numbering in Table 
5. Relationships among numerical variables were not considered, since these pa-
rameters represent external boundary conditions.  

As introduced above, interdependencies between nominal variables were found 
with two-dimensional cross tables and Chi-square tests. For both the Kruskal-
Wallis and the Chi-square tests, significant interdependencies (at the 5% level 
and below) are displayed in bold numbers in Table 5. In the following para-
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graphs, the obtained correlations are discussed, with reference to the interrela-
tionships that could not be empirically verified, but should theoretically exist. 

As indicated in Table 5, determinant 1 (value) has an interrelationship with the 
determinants CODP-buyer, dyad and replenishment principle-buyer, where the 
variable dyad was constructed from the combination of the CODPs of the buyer 
and the supplier. This result from the Kruskal-Wallis test, which is shown in 
Table 4, suggests that the value of the exchanged good differs significantly for 
the characteristics of the mentioned determinants. 

Metric variables CODP-buyer N Mean rank 
Value MTS 11 19.68 

MTO 29 30.14 
PTO 23 40.24 
Total 63 

Demand variation MTS 24 35.94 
MTO 35 45.01 
PTO 25 45.28 
Total 84 

Yearly demand MTS 22 56.02 
MTO 34 40.96 
PTO 28 33.75 
Total 84 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 9.923 2.483 10.506 
DoF 2 2 2 
Asymptotic significance. 0.007 0.289 0.005 

Table 4: Kruskal-Wallis statistics for the determinant "CODP – buyer" 

Referring to the determinant CODP-buyer, the value of the exchanged good in-
creases from MTS- to MTO-, to PTO-buyers (significance 0.01). This indicates 
that MTS-buyers will usually manufacture products with a low value, as it is not 
economically sound to keep finished goods with high value on stock. Thus, the 
components of the final product will be accordingly inexpensive. On the other 
hand, MTO-companies will keep their medium-prized raw materials on stock, 
whereas PTO-buyers incorporate such expensive components into their final 
products that they will source them from suppliers only when required by actual 
customer orders. 

On the supplier side, the aforementioned correlation is not significant at the 5% 
level, though the data shows an identical tendency. Furthermore, the interrelation 
between the combinations of costumer order decoupling points of the buyer and 
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the supplier, and the value of the exchanged product (significance 0.04) supports 
previous arguments.  

The observed correlation between the internal replenishment principle of the 
buyer and the value of the exchanged product (significance 0.01) cannot be ex-
plained by theory. In contrast, this determinant should have an effect on the sup-
plier’s choice of internal replenishment principle, which could not be observed 
with relevant significance as no remarkable difference is seen between the value 
of products controlled by the push or by the pull principle. Nevertheless,  
products supplied by the MTS-supplier, which are commonly of decreased value, 
should be internally controlled by a pull principle, whereas the more costly goods 
of the MTO- and the PTO-suppliers are traditionally pushed through production.  

With regards to the demand variation (determinant 2), significant differences ex-
ist between the possible organization principles that may be chosen by the sup-
plier (significance 0.02) or by the buyer (significance 0.00). The results show that 
the demand variation decreases in the following order: project shop, job shop, 
group technology, flow line. While this result is intuitive with respect to the sup-
plier, the correlation with the organization principle of the buyer can be ex-
plained by the fact that the variation of demand for components is strongly re-
lated to the demand fluctuations of the final product. 

Similarly, a correlation (significance 0.00) was found between the variation of 
demand and the replenishment principle of the buyer. Thus, according to the re-
sults of the Kruskal-Wallis test, the pull principle is used when demand variation 
is low, while production systems are controlled via the push principle when  
facing increased demand variation. Surprisingly, this relation could not be identi-
fied for suppliers. 

Determinant 3 (yearly demand) is correlated with the determinants organization 
principle of the supplier (significance 0.05) and of the buyer (significance 0.0). 
The data sets reveal that the demand increases in an identical order as stated in 
the preceding paragraph (i.e., from the project shop to the flow line). Corre-
spondingly, the demand level increases from MTS- to MTO- and to PTO-buyers 
with a significance of 0.01. 

This finding is also reflected by the interrelationship of the yearly demand with 
the determinant dyad (significance 0.02) and the determinant CODP-supplier, 
even though the significance level is slightly above the 5% level in the latter 
case. 



 6.3 Empirical Investigation 

81 

Another association exists between the replenishment principle of the buyer and 
the yearly demand (significance 0.03), which suggests that the pull principle is 
used when demand is high. A relation between determinant 3 and the supplier’s 
internal production control procedure could not be derived.  

 Determinants 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 Value 

2 Demand variation - 

3 Yearly demand - - 

4 Variants 0.26 0.09 0.36

5 Shelf life 0.12 0.22 0.16 0.23

6 CODP – suppl. 0.24 0.35 0.06 0.58 0.90

7 Org. prin. – suppl. 0.31 0.02 0.05 0.08 0.14 0.21

8 Volume flexibility 0.25 0.85 0.36 0.57 0.00 0.76 0.87

9 CODP – buyer 0.01 0.29 0.01 0.65 0.43 0.21 0.38 0.54

10 Org. prin. – buyer 0.06 0.00 0.00 0.42 0.66 0.88 0.00 0.96 0.17

11 Distance 0.18 0.76 0.47 0.23 0.96 0.00 0.77 0.46 0.25 0.07

12 Repl. prin. – buyer 0.01 0.00 0.03 0.79 0.03 0.60 0.00 0.64 0.00 0.41 0.24

13 Repl. prin. – suppl. 0.31 0.53 0.23 0.82 0.33 0.10 0.01 0.80 0.80 0.34 0.29 0.73

14 Dyad 0.04 0.18 0.02 0.89 0.91 - 0.60 0.82 - 0.93 0.00 0.01 0.16

Table 5: Significance of the determinant dependencies obtained from Kruskal-

Wallis and Chi-square-tests (MILBERG & NEISE 2006, p. 184) 

Judging from the Chi-square-tests (Table 6), no interrelationships exist at the 
5% level between the number of variants (determinant 4), to which a product is 
supplied, and the other determinants. Nevertheless, from a theoretical point of 
view, a correlation between the number of variants and the organization principle 
of the supplier should be verifiable. This may be underlined by the fact that as 
the number of variants decreases, flow lines, for example, are more likely to be 
selected than project shops. In addition, the pull principle should be chosen in 
situations where few variants exist, whereas, the push principle is more effective 
in other situations. The significance levels (Table 5) suggest that the first pro-
posed interrelation can be derived from the empirical data at the 8% level, 
whereas, the second interrelation does not seem to exist at all. 

In the case of the determinant shelf life, two correlations were identified. First, 
the shelf life of a product is interrelated with the volume flexibility of a supplier 
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(significance 0.0) and the Goodman & Kruskal τ values (τ1 = 0.04, τ2 = 0.09; and 
index 1 indicates values for dependency of the column variable), suggesting that 
the latter is dependent while the λ values yield no unequivocal result. This can be 
explained by the producers of perishable goods who are more sensitive to de-
mand fluctuations as they cannot keep stock to buffer against demand uncer-
tainty.  

The second interrelation exists with the replenishment principle of the buyer 
(significance 0.03). In this case, the obtained τ values (τ 1 = 0.03, τ2 = 0.09) pre-
scribe that the replenishment principle depends on the shelf life (and the λ values 
do not provide a significant result), which seems reasonable, since the assembly 
system of the buyer cannot be controlled by a pull system, if perishable goods are 
integrated into the final product. Nevertheless, a statistically relevant relationship 
between the shelf life of the product and the replenishment principle of the sup-
plier could not be obtained, even though it would seem to be reasonable when 
considering the above arguments.  

Cross-Table Variants vs. Shelf Life 

Shelf life 

Weeks months years unlimited Total 

none 1 13 3 5 22 
<50 1 11 14 10 36 
<50 1 7 14 5 27 
unlimited 0 3 2 0 5 

Total 3 34 33 20 90 

Chi-square Test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 11.832 9 0.223 
N of valid cases 90 

Table 6: Cross-table and Chi-square statistics for the determinants: 

"number of variants" and "shelf life" 

With regards to determinant 6 (CODP-supplier), an interrelation was identified 
for the distance between the supplier and the buyer (significance 0.0). The τ and λ
values (τ1 = 0.17, τ2 = 0.11; λ1 = 0.24, λ2 = 0.20) specify that the distance depends 
on the characteristic of the CODP. This can be justified by considering that the 
system inherent order lead times increase from MTS- to MTO- to PTO-suppliers, 
and longer transit times are acceptable for suppliers with shorter internal order 
fulfillment times. As in the previous analyses, a correlation between the sup-
plier’s CODP and the internal replenishment system could not be proven. The 
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relationship between the CODP of the supplier and the dyad was not analyzed, 
since these variables are coupled. 

The Chi-square-tests involving the organization principle of the supplier revealed 
a correlation (significance 0.0) with the organization principle of the buyer, 
which seems realistic, as the production systems face similar boundary condi-
tions. Nevertheless, the τ and λ values (τ1 = 0.12, τ2 = 0.18; λ1 = 0.24, λ2 = 0.16) 
yield different results in terms of the direction of the dependency. Two additional 
correlations show a relation between the organization principle of the supplier 
and the internal replenishment principle of the buyer and the supplier (signifi-
cance 0.0 and 0.01). Whereas the first correlation can not be explained, the sec-
ond seems natural, as different organization types result in a certain choice of 
replenishment principle. For instance job shop are mostly controlled by a push 
principle. 

Whereas no correlations could be identified in regard to determinant 8 (volume 
flexibility), the replenishment principle of the buyer is dependent on the CODP 
of the buyer (significance 0.0; τ1 = 0.11, τ2 = 0.24; λ yields no result). Consider-
ing, for example, that PTO-buyers will not employ the pull principle due to the 
nature of the order decoupling point, this relation appears to be theoretically 
sound. 

As seen in Table 2, no further correlations could be derived with regards to the 
organization principle of the buyer. Nevertheless, two interrelationships were 
singled out between the dyad and the determinants’ distance (significance 0.0; 
τ1 = 0.23, τ2 = 0.05; λ1 = 0.24, λ2 = 0.05) as well as the replenishment principle of 
the buyer (significance 0.01; τ1 = 0.24, τ2 = 0.03; λ values yield no result). Con-
cerning the first relationship, this correlation is coupled with the relationship be-
tween the CODP of the supplier and the distance, as elaborated upon earlier. 
Similarly, the latter relationship is connected to the interdependency of the 
CODP and the replenishment principle of the buyer. Unexpectedly, a correlation 
between the replenishment principle of the supplier and the dyad could not be 
shown. 

In summary, the results of the correlation analyses show that buyers seem to be 
well organized to face their external boundary conditions, whereas, the organiza-
tional properties of their suppliers are not in synch with the characteristics of the 
supplied product. This is highlighted by the fact that the CODP of the supplier is 
not correlated with the value of the exchanged product nor with the yearly de-
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mand. In addition, a relationship could not be derived between the CODP, or the 
determinants pertaining to the exchanged good, and the internal replenishment 
principle. Furthermore, the empirical data shows no evidence of a correlation 
between the number of variants supplied by a vendor and the organization’s prin-
ciple. These results may be explained by the buyers selecting suppliers mainly 
because they can produce a certain product, without considering their internal 
organization. 

The contract forms used by the companies of the industrial respondents suggest 
that currently, the greatest lever to ensure delivery reliability are the contracts 
between the buyer and the supplier. 
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Figure 28: Distribution of contract types used in industry based on a survey 

of 50 companies 

As shown in Figure 28, buyers frequently employ quantity, quantity flexibility, 
and lead time contracts, where the first two quantify the total demand (or a de-
mand range) that the supplier must be able to deliver within a defined time (e.g., 
one year). An even stronger contractual agreement for achieving delivery reli-
ability is the aforementioned lead time contract, which specifies a standard sup-
plier lead time for the delivery of an order by the buyer.  
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These contract forms can only take effect, however, if consequences are enforced 
once the specified terms have not been fulfilled, which is sometimes not a realis-
tic option in industry, since such measures are not beneficial for the overall rela-
tionship of the partners. 

Thus, the delivery reliability of suppliers must be investigated prior to the set-up 
of a co-operation. Thereby potential changes to the organization of the supplier 
that enable higher delivery reliability can be identified and mutually imple-
mented.  

6.4 Requirements for an Assessment Tool for Potential 
Suppliers 

To identify potential improvement areas at the supplier, a tool is required that 
offers the characteristics depicted in Figure 29, to mitigate or eliminate the limi-
tations of the assessment tools discussed in Chapter  5.5. Of the five requirements 
listed, the first requires that the tool is able to fully assess the current state of the 
supplier's manufacturing organization by assessing the supplier’s expected  
delivery reliability when exposed to the buyer's order profile. 

1

2

3

4

5

Quick assessment of the current delivery reliability of the manufacturing system 
of the supplier considering all relevant characteristics of the determinant model

Rapid simulation of changes to the organization and measurement of the 
resulting effect through the quantification of on-time-delivery differences

Requirements for a supplier assessment tool

Low aboriginal cost to enable the application of the supplier assessment tool 
in a wide range of company sizes

High simplicity (low complexity) of the tool in order to enable use by personnel 
within the purchasing and manufacturing departments without special training

Easy extendibility and adaptability of the tool to accommodate the integration 
of further analyses and the change of existing functions
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Quick assessment of the current delivery reliability of the manufacturing system 
of the supplier considering all relevant characteristics of the determinant model

Rapid simulation of changes to the organization and measurement of the 
resulting effect through the quantification of on-time-delivery differences

Requirements for a supplier assessment tool

Low aboriginal cost to enable the application of the supplier assessment tool 
in a wide range of company sizes

High simplicity (low complexity) of the tool in order to enable use by personnel 
within the purchasing and manufacturing departments without special training

Easy extendibility and adaptability of the tool to accommodate the integration 
of further analyses and the change of existing functions

Figure 29: Requirements for a tool for the assessment of supplier delivery 

reliability 
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The second requirement states that the tool must be able to rapidly assess 
changes to the supplier’s manufacturing system to identify measures that will 
increase the delivery reliability of the supplier. 

Third, the software required for the tool must not be costly such that it can be 
employed by small enterprises that may not have access to large software pack-
ages. 

The fourth requirement is that the tool must be easy to use for personnel within 
purchasing and manufacturing departments, as they are responsible for supplier 
selection. 

Finally, the tool should accommodate adaptations and possible extensions, in 
case further knowledge leads to an upgrade of supplier analysis in the future. 

In the following chapter, a System Dynamics model will be developed that satis-
fies all requirements and can be easily operated by users. 
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7 Simulation Models for Assessing Delivery Risk 

7.1 Introduction 
To fulfill the requirements listed in the previous section, this chapter focuses on 
deriving a supplier assessment tool. A brief discussion of the methodology used 
for creating the tool is given at the beginning of this chapter. Next, the general 
structure of the developed tool is elaborated and the tests to ensure the model’s 
functionality are detailed. The chapter concludes with a discussion of the guide-
line for the practical application of the supplier assessment tool. 

7.2 Basics of System Dynamics 
As a basis for creating a tool for assessing supplier delivery reliability, the Sys-
tem Dynamics methodology (see Forrester 1958, Forrester 1996) was selected. 
Considering the generic structure of System Dynamics models, it became evident 
that the requirement for easy adaptability and extendibility is well satisfied.  

The requirement for a low aboriginal cost of the SD software is met, since the 
purchase price of the required software is around 10% of the cost of standard dis-
crete event simulation packages.  

To ensure easy applicability of the model for end-users, System Dynamics soft-
ware in addition to a modeling layer encompasses an operating layer that can be 
designed to accommodate any potential user. 

As shown in Figure 30, a System Dynamics (SD) model (modeling layer) con-
sists of stocks and flows, and information feedback. In the model structure, a 
clear distinction is made between the physical flows through the stock-and-flow 
network and the information feedback that couples the stocks to the flows and 
closes the loops in the system by passing information from one element to other 
relevant elements.  

Stocks are generic and can represent tangible quantities such as people, money or 
material, but also resemble intangible variables such as employee morale or per-
ceived inventory, which are important characteristics when considering the ex-
tendibility of the supplier assessment tool. Inflows and outflows can be con-
trolled by other stocks, flows, auxiliary variables, external inputs, or constants, 
where auxiliary variables are calculated from a constant and a flow or stock 
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value, and external inputs are variables that are intentionally excluded from the 
model. The mathematical representation of a stock level, at time t, is thus: 

∫ +−=
t

t
tStockdssOutflowsInflowtStock

0
)())()(()( 0 .

The derivatives of the stocks are nonlinear functions of the stocks with which 
they are interconnected, as well as exogenous variables and any relevant con-
stants.
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Figure 30: Elements of a System Dynamics model (adapted from STERMAN

2000, p. 204) 

To visualize the relationships between the variables (stocks, flows, or auxiliary 
variables) casual loop diagrams are employed, as purely visual representations of 
the model itself (i.e. stocks and flows) would not be sufficient for the under-
standing of the reader. As shown in Table 7, the main symbols used in casual 
loop diagrams are the arrows, indicating link polarity between the variables. The 
first describes a relation where variable Y increases with variable X, which is a 
positive link polarity. The second symbol describes the opposite situation. In 
casual loop diagrams, loops can be reinforcing (indicated by an R) or balancing 
(indicated by a B), depending on how a small change within one variable propa-
gates within the loop. If the feedback loop enforces the polarity of the change, 
then it is a reinforcing loop, if the polarity changes, it can be considered a balanc-
ing loop. 
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When causual loop diagrams are translated into a stock and flow model (and thus 
the actual SD model) the modeler must decide, how the elements of the diagram 
are best modeled. In general, variables serving as an input in the casual loop dia-
gram are modeled as auxiliary variables (e.g., the buyer order rate in Figure 31), 
whereas variables with many interconnections to other variables in the casual 
loop diagram are modeled as a combination of stocks and flows (e.g., production 
rate of the supplier in Figure 31). 

Symbol Interpretation Mathematical formulation 

If all else remains equal and X in-

creases (decreases) then Y in-

creases (decreases) above (below) 

what it would have been. 

In the case of accumulations, X 

adds to Y. 

0/ >∂∂ XY

In the case of accumulations 

∫ ++=
t

t tYdsXY
0

0...)(

If all else remains equal and X in-

creases (decreases) then Y de-

creases (increases) below (above) 

what it would have been. 

In the case of accumulations, X 

adds to Y. 

0/ <∂∂ XY

In the case of accumulations 

∫ ++−=
t

t tYdsXY
0

0...)(

Table 7: Link polarity in casual loop diagrams 

As far as the most important criteria mentioned in section  6.4 are concerned, the 
following paragraphs elaborate on how the determinants are integrated into the 
design of the model. Furthermore, an explanation is given for how the model can 
be used to assess the current state of the supplier’s manufacturing system and 
how potential improvement measures can be tested. 

7.3 Description of the Developed SD Model 

7.3.1 Model Elements 

The determinant set, defined in Section  6.2, is composed of three categories: ex-
changed good, associated enterprises, and the entities’ fit. To assess the per-

X Y Y 
+ 

X Y 
- 
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formance of the supplier, only the determinants that are relevant to the manufac-
turing system of the supplier are modeled (Table 8).

Category Determinant Characteristics 

Demand variation constant fluctuant heavily fluctuantEx-
changed 
good Yearly demand <102 <103 <104 <105 <106 >106

Variants none <5 <50 ≥50 >500 

CODP – suppl. make to stock make to order purchase to orderAssociated 
enter-
prises Org. prin. – suppl. fixed-site jop-shop cellular  flow line 

Volume flexibility none limited unlimited 

Entitie's 
fit Repl. prin. – suppl. pull push 

Table 8: Determinants modeled in System Dynamics for the assessment of 

suppliers

Firstly, it must be shown how the manufacturing system of the supplier reacts to 
the order profile of the buyer, which is related to one single product exchanged 
within the dyad. To model this profile, two of the determinants in the category 
"exchanged good" must be specified: the yearly demand and the variation of de-
mand (section  7.3.2).

The value and the shelf life of the exchanged good are only required to evaluate 
the inventory on the supplier side, in terms of holding cost and age, which is not 
explicitly modeled to assess the delivery reliability of the supplier. The number 
of variants of the supplied product has great effect on the organization’s principle 
and is discussed in Section  7.3.4. Similarly, the modeling of the CODP (section
 7.3.3), volume flexibility (section  7.3.5), and replenishment principle (section 
 7.3.6) are elaborated upon in their respective sections.

7.3.2 Demand 

Demand and demand variation can be defined in three different ways within the 
developed model. First, historical demand for the relevant product can be entered 
into the model via a demand list (in which the mean demand and demand varia-
tion are implicitly defined). The list should encompass the number of units to be 
delivered to the buyer by the supplier on a daily basis.
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Second, a value for the mean demand and a value for the standard deviation may 
be directly defined, and can be calculated from historical data. This information 
is then utilized by the model to draw a value for the daily demand from a normal 
distribution. 

Finally, the order profile of the buyer can be calculated by simulating the buyer's 
manufacturing system with the supplier assessment tool, which uses the end-
customer order data as an input. Thus the model itself is utilized in this case to 
derive the order data. 

7.3.3 Customer Order Decoupling Point 

Turning to the determinant model, the most important characteristic of the sup-
plier's system is the Customer Order Decoupling Point (REINHART et al. 2006, 
p. 6). According to Section  6.2, three different forms exist: make-to-stock, make-
to-order, and purchase-to-order. For each of these possible CODPs, a separate 
System Dynamics model was created, which makes use of the definition of the 
buyer's order profile, as described in the previous section. The code (ithink©) for 
the three developed models can be obtained from the appendix. 

7.3.3.1 Make-to-Stock Suppliers 

The diagram for the SD model of the make-to-stock supplier is shown in Figure 
31. As depicted, the buyer's order rate flows into the system of the supplier and 
increases the orders on hand of the supplier. In turn, a change in the orders on 
hand immediately reduces the available inventory of the final product of the sup-
plier. As in make-to-stock systems, the buyer is served directly from available 
inventory when orders arise.  

As the missing inventory increases, orders that are dispatched from the  
replenishment system (see Section  7.3.6) are added to the order backlog in the 
production of the supplier. Depending on the level of backlog, actual capacity 
may be increased, if volume flexibility is built into the supplier's manufacturing 
system (see Section  7.3.5) and the minimal fabrication time demanded by the 
customer cannot be met. If excess capacity is still available, the fabrication rate 
of the supplier also rises with the increased backlog, which, in turn, reduces the 
orders on hand of the supplier, conditional that buyer demand is zero. 
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In summary, the main parameters governing the delivery reliability of the make-
to stock supplier are the availability of inventory, which depends on the stability 
of fabrication lead time, the organization principle of the supplier's fabrication 
system (see Section  7.3.4), and the inventory replenishment system. 
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Figure 31: Casual loop diagram for a make-to-stock system 

7.3.3.2 Make-to-Order Suppliers 

When considering the make-to-order system, two different cases must be differ-
entiated. The first is a system where no finished good inventory exisits and parts 
are assembled to the order of the buyer based on components or sub-assembly 
groups are drawn from inventory.  

The second is a system, where the product requested by the buyer is built from 
raw material stock, which is transformed into the final product in production. As 
the second case resembles the purchase-to-order-system, with a raw material 
supplier lead time of zero, this case is addressed by the model described in the 
following section. 

In the first case, which is depicted in Figure 32, inflowing orders increase the 
orders on hand at the supplier. As the orders increase, actual assembly capacity 
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(see Section  7.3.5 for volume flexibility) and the supplier's assembly rate in-
crease as far as possible. The high assembly rate causes a greater number of or-
ders to be released by the replenishment system, which increases the order back-
log in fabrication, which is translated, as in the case of assembly, to higher fabri-
cation capacity and a higher fabrication rate. Increased production results in 
higher component inventory, which enables the reduction of orders from the 
buyer through assembly.  
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Figure 32: Casual loop diagram for a make-to-order system 

Similar to the previous case, the availability of component inventory is of signifi-
cance to the delivery reliability of a make-to-order supplier. Second, the stability 
of assembly lead time is a governing factor of this system. 

7.3.3.3 Purchase-to-Order Suppliers 

As for the other models, the orders of the buyer increase the orders on hand of 
the supplier, as there exisits no finished goods inventory. This increase results in 
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a higher backlog in the production of the supplier as well as in the production of 
the supplier's supplier from whom the raw material (or components/assembly 
groups) is purchased. 

These increases in backlog cause increased production rates for both parties, as 
well as a potential capacity increase on the supplier side (see Section  7.3.5 for 
volume flexibility). The higher production rates then lead to a reduction of the 
orders on hand, again, considering the case of no additional buyer orders.  

In contrast to the previously described system, the delivery reliability of the pur-
chase-to-order system (shown in Figure 33) depends mostly on the lead time sta-
bility of the supplier and the suppliers' supplier, which is very dependent on the 
employed organization principle. As no inventory buffers are present to assure 
lead time stability in this system (accept maybe at the supplier's supplier), the 
replenishment system is always a push system.  
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Figure 33: Casual loop diagram for a purchase-to-order system 

7.3.4 Organization Structure and Variants 

As mentioned in the previous section, the organization principle of the supplier’s 
manufacturing system has great effect on the lead time stability of the system. 
According to Section  6.2, four different options are available for organizing the 
manufacturing system: flow line, job shop, cellular system, and fixed site. 
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Generally, all types of manufacturing system organizations are modeled through 
an inflow, a stock acting as a conveyor, and an outflow. The inflow has a defined 
capacity of parts that can flow into the conveyor per time unit, which vary in ac-
cordance to the volume flexibility (elaborated in Section  7.3.5). The time that a 
group of parts spends inside the conveyor (i.e., a stock with a delayed outflow) is 
determined by the through-put time distribution inherent to the organization prin-
ciple of the manufacturing system of the supplier. 

In considering the flow line, the number of parts that can be produced within a 
certain time is fairly constant, and varies only according to the mix of variants 
scheduled on the line, if the process times for the variants are different. Thus, by 
keeping the number of parts flowing into the conveyor constant, the throughput 
time varies for different combinations of variants, which can be easily calculated 
from the process times of the variants and the buyer's order profile. Hence, for a 
flow line, the production rate is determined by the average number of parts that 
can be produced during one day and the throughput time distribution that results 
from the variant mix, which has a mean of one day and a standard deviation that 
depends on the parameters mentioned above.  
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Figure 34: Casual loop diagram of the organization principle 

In terms of the casual loop diagram, an example of the flow line can be described 
as shown in Figure 34. The capacity of the system regulates the order start rate 
into the manufacturing system. The throughput time distribution governs the or-
der completion rate and therefore the outflow from the manufacturing system. 

In the case of the job shop, the calculation of the throughput time distribution is 
more complex, since this calculation considers every possible path through pro-
duction for all products that are produced in the job shop, all queues in front of 
every machine and assembly station, and all the different process times that are 
relevant for a product. Thus, the estimation of the mean throughput time and the 
variation may be done more efficiently using historical order data. Nevertheless, 
the results from queuing theory can be applied to the calculation of the through-
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put time distribution. Examples of such methods have been provided by ASKIN

(1993) or SAINIS (1975) and are summarized in the appendix. 

In terms of the System Dynamics model, two parameters must be specified to 
ensure that the flow and stock structure resembles the behavior of the job shop. 
First, the inflow must be set to the average number of parts that are released to 
the shop floor during a day. Second, the throughput time distribution for such a 
batch must be specified according to the methods discussed above.  

The cellular system can be treated as either a flow line or a simple job shop, de-
pending on the process time variation within the system. A cellular system with 
synchronized process times resembles the case of the flow line, whereas a system 
with varying process times must be treated as a job shop.  

Fixed site production is difficult to model, since the organization form in this 
industry ranges from highly standardized (as in aircraft manufacturing) to very 
loosely organized (as in construction). Thus, in the view of this thesis, the most 
beneficial method to model fixed site systems is to determine the number of 
products for which production is initiated per unit time (e.g., day) and, as in the 
case of the job shop, to analyze the throughout time distribution based on histori-
cal data. As in the previous systems, these parameters can then be entered into 
the System Dynamics model. 

7.3.5 Capacity Volume Flexibility 

One characteristic, that is common to all organization forms, is that the level of 
capacity can be adapted to situations with increased or decreased buyer demand. 
The casual loop diagram (Figure 35) may be interpreted as follows:  

The actual capacity of the system is determined by the base capacity and the vol-
ume flexibility, which is specified as a percentage of the base capacity that can 
be maximally added or subtracted from the base capacity. The actual capacity, 
which must lie between the upper and lower bounds, is then determined by con-
sidering the desired capacity, which can be calculated from the order backlog and 
the minimal order fulfillment time accepted by the buyer. Actual volume flexibil-
ity is based on measures such as varying work times and the utilization of exter-
nal capacities. 
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This means that the number of products entered into the system varies on a daily 
basis, depending on the order backlog, the minimal order fulfillment time re-
quired by the buyer, and the level of volume flexibility.  

Volume 
flexibility 
of 
supplier

Actual 
capacity of 
supplier

Order 
backlog 
supplier

Desired 
capacity

Maximal 
capacity 
of 
supplier

Minimal 
capacity 
supplier

++

+

+

+

-

Base 
capacity of 
supplier

+

Minimal 
order 
fulfillment 
time buyer

-

-

Volume 
flexibility 
of 
supplier

Actual 
capacity of 
supplier

Order 
backlog 
supplier

Desired 
capacity

Maximal 
capacity 
of 
supplier

Minimal 
capacity 
supplier

++

+

+

+

-

Base 
capacity of 
supplier

+

Minimal 
order 
fulfillment 
time buyer

-

-

Figure 35: Casual loop diagram for capacity volume flexibility 

In the model, the effect of capacity volume flexibility is approximated by in-
creasing the inflow of orders to the system while keeping the throughput time of 
the system constant for all organization types.  

7.3.6 Replenishment System 

As discussed in previous sections, the replenishment system is a crucial part of 
the manufacturing system, as it can greatly affect the availability of parts in 
make-to-stock and assemble-to-order systems. 

7.3.6.1 Demand-Oriented Replenishment 

The casual loop diagram for the System Dynamics model of the demand-oriented 
replenishment system (i.e., push system), was mostly adapted from STERMAN

2000, p. 363) (Figure 36). The starting point for the replenishment decision is the 
order rate of the buyer, which is translated into an expected order rate via a first 
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order delay16, which dampens temporary demand shocks. The expected order rate 
and the minimal inventory coverage (in days) then determine the desired inven-
tory. Considering the actual inventory, together with the desired inventory, the 
amount of missing stock is assessed.  

The amount of missing inventory is again dampened by a first order delay and 
the resulting inventory adjustment rate together with the buyer order rate adds up 
to the desired delivery rate of the manufacturing system into the inventory. The 
desired delivery rate multiplied by the expected manufacturing system lead time 
results in the desired supply line, which is equal to the sum of the order backlog 
and the orders in the manufacturing system. By comparing the desired to the ex-
isting supply line, the missing supply line can be assessed, which, in turn, is 
dampened by a first order delay. The resulting supply line adjustment rate is 
added to the supply line, which is reduced by the delivery rate of material exiting 
production.
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Figure 36: Casual loop diagram for the push system 

In summary, the demand-oriented replenishment system is based on various 
dampening factors, that resemble the expectation of production planning and 
control personnel in regards to future orders. Another prevalent factor is the de-

16 see STERMAN 2000, p. 415 
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sired inventory coverage, which is also decided upon by the product planning 
personnel.

7.3.6.2 Consumption-Oriented Replenishment 

In contrast, the consumption-oriented (i.e., pull system) is based on statistical 
data and the real amount of parts consumed from inventory. As shown in Figure 
37, the mean order rate of the buyer and the standard deviation of the order rate 
translate into the expected order rates and the expected standard deviation, re-
spectively. This process is delayed, as these statistical values are calculated from 
the data of the last 30 days, which means that step changes only take effect after 
a certain number of periods. 
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Figure 37: Casual loop diagram for the pull system 

The order rate, standard deviation, and expected lead time are entered into a re-
duced version of formula (28), to obtain the desired inventory. This value is 
compared with actual inventory and the supply line, to assess the missing inven-
tory, which is dampened via a first order delay and translated into the inventory 
adjustment rate. The actual demand drawn from the inventory in a certain period 
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and the inventory adjustment rate then add up to the material order rate, by which 
the supply line is increased. As for the demand-oriented replenishment system, 
the supply line is reduced by the material that is delivered into the inventory from 
production.

To ensure the functionality of the System Dynamics model of the replenishment 
system and the remaining model components, the relevant tests for model evalua-
tion (as suggested by STERMAN 2000, pp. 858) were successfully applied. These 
include the dimensional consistency and the extreme condition tests, where the 
first eliminates unit conversion errors and the second assures that the model still 
behaves as designed, under extreme conditions such as high demand (e.g., 107

per day) or very long lead times (e.g., 200 periods).

7.4 Model Application  
To provide an intuitive understanding of how the developed System Dynamics 
models are to be applied in industry, the user interface (Figure 38) is elaborated 
upon in the following section. 

The interface consists of two segments. The first contains the parameter input 
list, which is divided into lists for the demand data, the supplier data, and miscel-
laneous parameters as required for the model. The parameters that are included in 
the product specification list are identical for all models (make-to-stock, make-
to-order, or purchase-to-order) and include: mean demand, demand variation, and 
buyer's expected lead time.  

The definition of the supplier parameters encompasses: volume flexibility, mean 
lead time, lead time variation of the supplier's production (or assembly and fabri-
cation, as in the case of the assemble-to-order model), and replenishment princi-
ple (except for the purchase-to-order model). 

The parameters to be specified in the miscellaneous section are mostly related to 
the replenishment principle for the make-to-stock and the make-to-order system. 
They include the expected lead time from the placement of an order to the arrival 
in the inventory, which is used for both push and pull systems, as well as the 
dampening factors mentioned above for the push system. In the case of the pur-
chase-to-order system, the relevant parameters are the lead time for an average 
order and the lead time variation for the supplier's supplier. 
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The second segment of the user interface contains the model control, and per-
formance measures that result from a simulation run. In Figure 38, for the make-
to-order system, the graph displays the inventory level between assembly and 
fabrication. Similarly, in the case of the make-to-order system, the level of the 
final inventory is shown, since it is the most relevant measure for delivery reli-
ability. For the purchase-to-order system, the order backlog is displayed, as this 
metric provides information on irregularities in delivery. In addition, for all  
models, the numeric values of the following key performance indicators are 
shown: orders on hand, stock-outs, mean lead time of production, and most im-
portantly, delivery reliability. For make-to-stock and make-to-order systems, the 
mean inventory value in also displayed. 

Figure 38: User interface of the supplier assessment tool 

To assess the number of periods the simulation model must be run to obtain reli-
able results, the simulation is considered to be based on a number of randomly 
generated number streams drawn from different distributions (e.g., customer de-
mand or fabrication throughput time). To ensure that the mean value and devia-
tion of the generated streams are correlated with the desired values, a minimum 
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sample size must be defined. This can be calculated for every stream using the 
following formula (HARTUNG et al. 1998, p. 181): 
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where 0µ  is the desired mean value of the distribution, σ is the desired standard 

deviation of the distribution, α and β are error levels, and 1µ is the mean value, 

where the beta error is met. To ensure that this relation is satisfied for all random 
variables, the formula should be applied to all variables and the simulation run 
time should be set to the highest obtained value. Also, the calculation of the 
minimum sample size should be considered to be valid for steady simulation. As 
the simulation begins with an "empty factory", the number of periods that are 
required to reach steady state should be added to the run time of the simulation 
model. 

When all parameters have been specified, the model can be run and results may 
be evaluated. As the number of streams generated for the random variables are 
differentiated in each simulation run, multiple runs of the model can enable the 
identification of effects that only occur under certain parameter combinations 
(e.g., high demand and high lead time occurring in parallel). 

Measures for improving the supplier's manufacturing system can be found by 
testing different parameter combinations. An example of how this is achieved is 
given in the next chapter. 
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8 Industrial Assessment of Delivery Reliability 

8.1 Supplier of Magnetic Valves 
To evaluate the applicability of the ideas developed in the preceding chapter, an 
industrial system was analyzed by means of the standardized System Dynamics 
models, and guidelines were derived for improving the system. 

The investigated plant supplies various parts, including magnetic valves to an 
inter-company-buyer who produces train equipment. These valves are essential 
components of the pneumatic brake control system of track vehicles. In order to 
enable a deeper understanding on the analyzed Supply Chain, the value stream 
(refer to ROTHER & SHOOK 2003) of the analyzed dyad is depicted in Figure 39.
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Figure 39: Value stream map of the supply chain for the magnetic valve 

The buyer orders the parts via the common ERP system (SAP©) and also pro-
vides a forecast to the supplier to enable a timely response to demand peaks. The 
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orders are converted to a daily production schedule by the supplier’s production 
planning and control department. 

Accordingly, magnetic valves, consisting of an aluminium body and a certain 
number of standard parts, are assembled, tested, and packaged in one of the as-
sembly department’s cells, which is also dedicated to other products. Assembly 
cells operate five days a week, two shifts a day.  

Standard parts are drawn from a supermarket that is situated in the assembly and 
replenished by the vendor-managed inventory principle by supplier B. Similarly, 
the valve bodies are picked from the stock that is available in the assembly area. 
Empty containers are conveyed to the fabrication department together with a 
Kanban.

During fabrication, the Kanban enters the production queue and the sequence in 
which orders are processed is determined by the production manager. The ma-
chining center, for the fabrication, is responsible for an entire product group, 
which differs from the products processed in the assembly cell. It operates an 
equal number of shifts for the assembly. The cycle time for the magnetic valve is 
8 minutes and the required changeover time for setting up production for the 
magnetic valve is 20 minutes. When the valves are fabricated, the necessary raw 
material is picked from a supermarket as aluminium blocks that are replenished 
by supplier A based on the same principle employed by supplier B.  

After production, parts are collected and transferred to a supplier for heat treat-
ment at the end of each day. After 48 hours, the parts are then returned to the site 
of the supplier, irrespective of the quantity, where they are accepted by the re-
ceiving department and transferred to the material stock in assembly. 

Once orders have been completed, they are forwarded to the shipping depart-
ment, where the required documents are attached to the orders. Finally, orders are 
conveyed to the buyer via a truck that commutes between the supplier and the 
buyer on a daily basis. 

8.2 Simulative Investigation 
As delivery reliability of the supplier varied between 80 and 85%, under the 
buyer's order profile, a simulative investigation was conducted utilizing the 
make-to-order simulation model. For the specification of the simulation parame-
ters, the buyer's order profile was calculated from the order data for 105 days, 
which is depicted in Figure 40. As illustrated, the mean demand is 102 parts per 
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day and the standard deviation of demand was calculated to be 94 parts. The last 
parameter in the product segment, the buyer's expected lead time, was deter-
mined to be 10 days.  
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Figure 40: Buyer demand for magnetic valves based on historical data 

In the supplier segment, volume flexibility was set to zero for both fabrication 
and assembly, as both departments work 2 shifts, when they can produce around 
112 parts per day, assuming an average of 3 changeovers per day and a shift du-
ration of 8 hours. For the simulation of the organization principle, the mean lead 
time of the fabrication cells for an average batch of 102 parts was assessed to be 
4 days on the basis of historical data, with a standard deviation of 2 days,  
considering that various products are produced in the fabrication cell. The lead 
time of the assembly cell for a batch of 102 parts was determined to be 2 days, 
with a standard deviation of 2 days. The replenishment principle applied by the 
supplier is a consumption-oriented system, as discussed in the previous section. 
The expected replenishment lead time for parts drawn from inventory, which is a 
required input for calculating the maximal amount of inventory, was set to 6 
days. 

The number of simulation periods was calculated to be 7.638, using formula (36) 

with α and β error levels of 0,0001, 0µ  = 102, σ  = 94 , and 1µ  = 110.
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The results of the simulations for the current state of the supplier's system, which 
was simulated to be 10,000 periods in each run, yielded delivery reliability val-
ues of around 85%. Furthermore, the average inventory was calculated to be 
around 400 parts in each run, which matches the actual value range. Thus, the 
simulation of the supplier's manufacturing system had a good resemblance with 
the real system. 

To find measures that increase the delivery reliability of the supplier, three sys-
tem adaptations were tested. The first is the increase of volume flexibility from 0 
to 0.1, which would mean that fabrication would work up to 2 more hours every 
day, if required, for the current backlog situation. This measure could be imple-
mented without additional cost by introducing work hour banks, to allow workers 
to accumulate and borrow hours within defined intervals. The simulation results 
(Table 9), that are based on 10 simulation runs, show that the delivery reliability 
increases to a value between 0.97 (i.e., 97%) and 0.99, and the stock level rises 
above the current state level by 21 to 47 parts. Additional simulation runs, how-
ever, prove that the inventory level can be reduced to the current level by  
reducing the expected lead time in fabrication, which is permitted, since this pa-
rameter is reduced by the volume flexibility.  

Measure   

Results

Increased
volume flexibility 
from 0 to 0.1 

Increased
inventory in Kan-
ban cycle by 50% 

Reduced buyer 
order variation 
from 94 to 75 

Delivery reliability 0.97 – 0.99 0.85 – 0.90 0.96 – 0.98 

Inventory level 421 – 447 928 – 1.050 444 – 481 

Table 9: Results of simulative investigation of magnetic valve supplier per-

formance 

The second measure that was selected was to increase the amount of inventory in 
the Kanban cycle by 50%, which would mean that the cost of additional inven-
tory would arise. The simulation results depicted in Table 9, demonstrate that a 
slight increase in delivery reliability can be achieved with this  
measure. Nevertheless, perfect delivery reliability cannot be reached by increas-
ing the inventory level within the consumption-oriented system because the 
highly variable demand of the buyer cannot be served with the capacity available 
in the system. 
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The third measure tested during the simulative investigation was a decrease of 
the buyer demand variation, which could be realized at no cost, if the buyer dif-
ferently manages customer orders. The standard deviation of the buyer's orders 
was thus reduced from 94 to 75. Ten simulation runs showed that the effect of 
reducing the demand variation entered into the system of the supplier (by the 
buyer) can increase the delivery reliability to a value between 0.96 and 0.98. The 
increase in inventory, as in the previous case, can be reduced by lowering the 
number of parts in the Kanban cycle.  

8.3 Managerial Implications 
The simulative investigation demonstrated that simple measures can enable a 
significant improvement in supplier performance. Thus, in the view of this thesis, 
the selection of the supplier should include a number of dimensions such as tech-
nical capabilities of the supplier or personal relations, but should also include a 
thorough analysis of the supplier's manufacturing system. 

In the example described above, system analysis can bring forth measures that 
must be implemented on the supplier side. Nevertheless, the analysis can also 
help to assess the impact that a change in the buyer's order profile can have on 
the delivery reliability of the supplier, to illustrate that a buyer-supplier relation-
ship is, and must be, a cooperative venture. 

Hence, the integration of a supplier manufacturing system simulation should be 
added to the standard supplier selection procedures for manufacturing enter-
prises. As the industrial example reveals, a supplier assessment tool can reduce 
the time and qualifications required for such an analysis. 
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9 Summary and Outlook  

9.1 Summary 
The complexity of products is continuously rising, and product life-cycles are 
becoming increasingly shorter. Thus, Original Equipment Manufacturers increas-
ingly rely on their suppliers. In turn, these vendors supply a large percentage of 
the components and sub-assembly groups constituting the final product. From the 
results of the survey conducted in the course of this research, however, supplier 
quality and on-time delivery rates are considerable concerns of the buyers and 
the Original Equipment Manufacturers. 

In today's industry, supplier quality is mostly addressed by supplier certification 
programs that are to ensure the suppliers’ technical capabilities of producing high 
quality products. These programs have limited effectiveness. The quality prob-
lems that remain are often addressed through prescribing costly measures such as 
high inspection frequencies on the supplier side or increasing incoming quality 
checks on the buyer side. Additionally, suppliers sometimes must incur the 
buyer's cost of poor supplier quality and pay penalties.

To provide a means through which the quality of suppliers can be increased in a 
sustainable manner, which would be beneficial for both parties, incentive struc-
tures were derived in this thesis. Under certain circumstances, these offer a fi-
nancial incentive to suppliers when high quality is delivered. These structures 
were found by applying repeated games to the quality management problem and 
are based on Grimm-Trigger and Limited Retaliation strategies. The results were 
tested in two case studies and the industrial application showed that the offering 
of a higher part price can enable the supplier to invest in technology that results 
in higher quality while, at the same time, reduces the buyer's overall cost. This is 
explained by the fact that the price increase is less costly to the buyer than is the 
cost for incoming inspection to ensure high supplier quality. 

Hence, the first objective of this thesis, to assist the management of supplier 
quality through deriving conditions under which a supplier is at least indifferent 
to delivering perfect or imperfect quality, to enhance the quality levels in indus-
try, has been fulfilled. 

In terms of insufficient delivery reliability of suppliers, a review of quantitative 
models for supply chain management showed that a great number of measures 
have been proposed and adopted by industry to increase the effectiveness of de-



 9 Summary and Outlook 

110

mand information sharing between the buyer and the supplier. For instance, the 
bullwhip effect, or more precisely, the effects of demand signaling and order 
batching are mitigated through the use of real time information technology. Fur-
thermore, information asymmetry, with regards to demand information on the 
supplier and the buyer side, can be addressed by applying the capacity reserva-
tion or the buy back contracts. 

In any case, research concepts aimed at the manufacturing system design of the 
suppliers do not seem to be very effective. Measures such as the quantity  
flexibility contract are often applied, but the consequences are seldom initiated 
when agreements are not followed, since any form of punishment will not be 
beneficial to the buyer-supplier relationship. Echelon and queuing systems are 
excellent means for suppliers to analyze the characteristics of their manufac-
turing systems, yet they are not often utilized in industry due to their complexity. 
Finally, discrete event simulation models for assessing the supplier's manufactur-
ing system are costly and require a large degree of expert know-how when 
adapted or extended.  

The hypothesis of this research is that the root cause for insufficient supplier de-
livery reliability is that the supplier’s manufacturing system is often not  
organized optimally in regards to the buyer's order profile. To prove the hypothe-
sis, a determinant model was derived, which fully describes the operational ele-
ments of bilateral buyer-supplier relationships. This model was subsequently 
used as the basis for the design of an empirical investigation. The statistical re-
sults of the survey suggest that the initial hypothesis is confirmed, as the design 
of the supplier’s manufacturing system was found to infrequently match with the 
requirements of the buyer. To enable the upfront assessment of suppliers, System 
Dynamics models were developed on the basis of the determinant model, that 
enable a rapid assessment of the supplier’s performance, when subjected to the 
buyer’s order profile. In addition, measures for increasing delivery reliability can 
be tested quickly with the System Dynamics models, as demonstrated by the case 
study in industry. 

The second objective of this thesis, to provide a means for buyers to efficiently 
and effectively ascertain the delivery reliability of potential suppliers, taking into 
account the organizational integration of the production systems of the supply 
chain, has been achieved. 
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9.2 Outlook 
As shown in the introduction to this thesis, the price of the procured product is 
the third most important priority when a buyer selects a supplier. To address this 
aspect, and as a consequent step for improving quality and delivery reliability, 
two issues must be investigated in future research.

First, a means must be provided to allow for the assessment of the cost of manu-
facturing system flexibility, to show the buyer the effect that the buyer's delivery 
promises to the end-customer can have on the cost of the supplier’s manufac-
turing system. Hence, research is needed to quantify the cost of volume, routing, 
machine, and process flexibilities (see BROWNE et al. 1984). In the case of  
volume flexibility, this could be straightforward, since the only parameter is 
working time with respect to labor cost. This could be more complicated in cases 
where volume flexibility also depends on technical features of production 
equipment. Similarly, the cost of routing, machine, and process flexibility are 
mostly connected with technical details of the machines employed in production. 
Thus, a method must be derived for the financial assessment of supplier flexi-
bility levels that are cost-optimal for the buyer. 

The second step is to arrive at a method that allows for the quantification of the 
cost for the supplier when short-term delivery dates are changed by the buyer 
(i.e., cost from increased numbers of change-overs, higher stock levels, etc.). In 
this way, the supplier could present to the buyer a price menu that would depend 
on delivery dates, and the buyer, in turn, could evaluate whether or not a change 
in the order date would be worth an increased part price.
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11.3  Statistical Results 

11.3.1  Kruskal-Wallis Tests Results 

11.3.1.1 Grouping Variable Variants 

Ranks

Metric variables Variants N Mean rank 
Value none 15 30.40 

<50 24 31.73 
<50 18 28.03 
unlimited 5 46.20 
Total 62 

Demand variation none 19 31.18 
<50 34 48.50 
<50 26 42.77 
unlimited 5 43.30 
Total 84 

Yearly demand none 19 42.39 
<50 36 37.01 
<50 20 47.10 
unlimited 5 32.00 
Total 80 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 4.051 6.284 3.221 
DoF 3 3 3 
Asymp. sig. 0.256 0.099** 0.359 

Legend for all following SPSS analyses: * = significant at the 95%-level; ** = significant at the 90%-level 
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11.3.1.2 Grouping Variable Shelf Life 

Ranks

Metric variables Shelf life N Mean rank 
Value weeks 2 15.50 

months 18 33.39 
years 30 38.43 
unlimited 16 26.63 
Total 66 

Demand variation weeks 3 21.17 
months 31 47.89 
years 33 45.79 
unlimited 20 38.45 
Total 87 

Yearly demand weeks 3 65.17 
months 29 38.84 
years 31 39.34 
unlimited 21 48.98 
Total 84 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 5.799 4.399 5.245 
DoF 3 3 3 
Asymp. sig. 0.122 0.221 0.155 

11.3.1.3 Grouping Variable CODP – Supplier 

Ranks

Metric variables CODP – supplier N Mean rank 
Value MTS 21 28.40 

MTO 26 33.85 
PTO 19 38.66 
Total 66 

Demand variation MTS 29 41.38 
MTO 33 41.68 
PTO 25 50.10 
Total 87 

Yearly demand MTS 27 46.17 
MTO 34 46.47 
PTO 23 32.33 
Total 84 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 2.863 2.087 5.515 
DoF 2 2 2 
Asymp. sig. 0.239 0.352 0.063** 
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11.3.1.4 Grouping Variable Organization Principle – Supplier

Ranks

Metric variables Organization principle – supplier N Mean rank 
Value project shop 4 48.50 

job shop 8 27.00 
group technology 25 33.66 
flow shop 28 31.91 
Total 65 

Demand variation project shop 5 66.90 
job shop 9 46.22 
group technology 34 49.59 
flow shop 39 35.68 
Total 87 

Yearly demand project shop 4 10.25 
job shop 9 39.17 
group technology 35 42.73 
flow shop 35 45.63 
Total 83 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 3.621 10.269 7.894 
DoF 3 3 3 
Asymp. sig. 0.305 0.016* 0.048* 

11.3.1.5 Grouping Variable Volume Flexibility – Supplier 

Ranks

Metric variables 
Volume flexibility –  
supplier N Mean rank 

Value none 0 -
limited 60 31.81 
unlimited 4 42.88 
Total 64 

Demand variation none 1 47.50 
limited 79 41.66 
unlimited 3 49.17 
Total 83 

Yearly demand none 1 71.50 
limited 76 40.97 
unlimited 4 33.88 
Total 81 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 1.326 0.340 2.049 
DoF 1 2 2 
Asymp. sig. 0.249 0.844 0.359 
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11.3.1.6 Grouping Variable CODP – Buyer 

Ranks

Metric variables CODP – buyer N Mean rank 
Value MTS 11 19.68 

MTO 29 30.14 
PTO 23 40.24 
Total 63 

Demand variation MTS 24 35.94 
MTO 35 45.01 
PTO 25 45.28 
Total 84 

Yearly demand MTS 22 56.02 
MTO 34 40.96 
PTO 28 33.75 
Total 84 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 9.923 2.483 10.506 
DoF 2 2 2 
Asymp. sig. 0.007* 0.289 0.005* 

11.3.1.7 Grouping Variable Organization Principle – Buyer 

Ranks

Metric variables 
Organization principle –
buyer (assembly) N Mean rank 

Value project shop 6 42.00 
job shop 3 52.00 
group technology 35 29.03 
flow shop 17 27.47 
Total 61 

Metric variables Organization principle 
buyer (assembly) 

N Mean rank 

Demand variation project shop 7 62.79 
job shop 7 37.71 
group technology 49 43.32 
flow shop 17 24.35 
Total 80 

Yearly demand project shop 7 15.07 
job shop 4 18.25 
group technology 52 42.47 
flow shop 17 50.18 
Total 80 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 7.613 15.767 15.379 
DoF 3 3 3 
Asymp. sig. 0.055** 0.001* 0.002* 
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11.3.1.8 Grouping Variable Distance 

Ranks

Metric variables Distance N Mean rank 
Value hours 20 26.88

days 37 36.08
weeks 9 37.61
Total 66

Demand variation hours 22 40.86
days 54 44.65
weeks 11 47.09
Total 87

Yearly demand hours 21 41.60
days 53 44.42
weeks 10 34.25
Total 84

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 3.468 .550 1.500 
DoF 2 2 2 
Asymp. sig. 0.177 0.760 0.472 

11.3.1.9 Grouping Variable Replenishment Principle – Buyer 

Ranks

Metric variables 
Replenishment principle –
buyer (assembly) N Mean Rank 

Value push 53 33.25 
pull 8 16.06 
Total 61 

Demand variation push 68 43.51 
pull 12 23.42 
Total 80 

Yearly demand push 68 38.08 
pull 12 54.21 
Total 80 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 6.526 7.778 4.916 
DoF 1 1 1 
Asymp. sig. 0.011* 0.005* 0.027* 
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11.3.1.10 Grouping Variable Replenishment Principle – Supplier

Ranks

Metric variables 
Replenishment principle –
supplier N Mean rank 

Value pull 17 29.44 
push 49 34.91 
Total 66 

Demand variation pull 26 45.54 
push 59 41.88 
Total 85 

Yearly demand pull 20 35.98 
push 62 43.28 
Total 82 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 1.025 0.404 1.424 
DoF 1 1 1 
Asymp. sig. 0.311 0.525 0.233 

11.3.1.11 Grouping Variable Dyad 

Ranks

Metric variables Dyad N Mean rank 
Value MTS-MTS 4 22.88 

MTS-MTO 4 23.25 
MTS-PTO 3 10.67 
MTO-MTS 9 21.28 
MTO-MTO 14 31.00 
MTO-PTO 6 41.42 
PTO-MTS 7 34.71 
PTO-MTO 7 40.14 
PTO-PTO 9 44.61 
Total 63 

Demand variation MTS-MTS 9 28.78 
MTS-MTO 9 42.06 
MTS-PTO 6 37.50 
MTO-MTS 12 49.71 
MTO-MTO 16 34.69 
MTO-PTO 7 60.57 
PTO-MTS 7 37.00 
PTO-MTO 7 49.43 
PTO-PTO 11 47.91 
Total 84 
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Metric variables Dyad N Mean rank 
Yearly demand MTS-MTS 9 63.78 

MTS-MTO 9 54.11 
MTS-PTO 4 42.88 
MTO-MTS 10 40.00 
MTO-MTO 17 49.24 
MTO-PTO 7 22.21 
PTO-MTS 8 34.06 
PTO-MTO 8 32.00 
PTO-PTO 12 34.71 
Total 84 

Test Statistics 

Results Value Demand variation Yearly demand 
Chi-square 16.482 11.320 18.804 
DoF 8 8 8 
Asymp. sig. 0.036* 0.184 0.016* 

11.3.2  Cross Tables and Chi-Square-Tests 

11.3.2.1 Variants  

Cross table variants vs. shelf life 

Shelf life 

weeks months years unlimited Total 

none 1 13 3 5 22 
<50 1 11 14 10 36 
<50 1 7 14 5 27 
unlimited 0 3 2 0 5 

Total 3 34 33 20 90 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 11.832 9 0.223 
N of valid cases 90 

Cross table variants vs. CODP – supplier 

CODP – supplier 

MTS MTO PTO Total 

none 8 9 5 22 
<50 14 14 8 36 
<50 7 10 10 27 

Variants 

unlimited 1 1 3 5 
Total 30 34 26 90 
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Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 4.735 6 0.578 
N of valid cases 90 

Cross table variants vs. organization principle – supplier 

Organization principle – supplier Total 

  project shop job shop group technology flow shop   
Variants none 0 3 4 15 22 
  <50 3 5 16 12 36 
  <50 1 1 15 10 27 
  unlimited 1 0 1 3 5 
Total 5 9 36 40 90 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 15.496 9 0.078 
N of valid cases 90 

Cross table variants vs. volume flexibility – supplier 

Volume flexibility – supplier 

none limited unlimited Total 

none 0 22 0 22 
<50 1 31 2 34 
<50 0 25 0 25 

Variants 

unlimited 0 5 0 5 
Total 1 83 2 86 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 4.754 6 0.576 
N of valid cases 86 

Cross table variants vs. CODP – buyer 

CODP – buyer 

MTS MTO PTO Total 

none 5 10 7 22 
<50 10 14 12 36 
<50 9 9 6 24 

Variants 

unlimited 0 2 3 5 
Total 24 35 28 87 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 4.236 6 0.645 
N of valid cases 87 
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Cross table variants vs. organization principle – buyer 

Organization principle – buyer (assembly) 

project shop job shop group technology flow shop Total 

Variants none 0 4 12 5 21 
  <50 5 2 21 6 34 
  <50 2 1 16 5 24 
  unlimited 1 0 3 0 4 
Total 8 7 52 16 83 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 9.212 9 0.418 
N of valid cases 83 

Cross table variants vs. distance 

Distance 

hours days weeks Total 

Variants none 5 13 4 22 
  <50 6 25 5 36 
  <50 12 13 2 27 
  unlimited 1 4 0 5 
Total 24 55 11 90 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 8.064 6 0.233 
N of valid cases 90 

Cross table variants vs. replenishment principle – buyer  

Replenishment principle – buyer (assembly) 

push pull Total 

Variants none 18 3 21 
  <50 28 6 34 
  <50 21 3 24 
  unlimited 4 0 4 
Total 71 12 83 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 1.031 3 0.794 
N of valid cases 83 

Cross table variants vs. replenishment principle – supplier 

Replenishment principle – supplier 

pull push Total 

Variants  none 5 16 21 
  <50 9 26 35 
  <50 9 18 27 
  unlimited 2 3 5 
Total 25 63 88 
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Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 0.996 3 0.802 
N of valid cases 88 

Cross table variants vs. Dyad 

Dyad 
MTS-
MTS 

MTS-
MTO 

MTS-
PTO 

MTO-
MTS 

MTO-
MTO 

MTO-
PTO 

PTO-
MTS 

PTO-
MTO 

PTO-
PTO Total 

Vari-
ants 

none 
2 2 1 4 5 1 2 2 3 22 

  <50 4 3 3 6 7 1 4 4 4 36 
  <50 3 4 2 1 4 4 2 1 3 24 
  unlim. 0 0 0 1 0 1 0 1 2 5 
Total 9 9 6 12 16 7 8 8 12 87 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 15.928 24 0.891 
N of valid cases 87 

11.3.2.2 Shelf life 

Cross table shelf life vs. CODP – supplier 

CODP – supplier 

MTS MTO PTO Total 

Shelf life weeks 1 2 0 3 
  months 10 13 12 35 
  years 13 13 10 36 
  unlimited 7 8 6 21 
Total 31 36 28 95 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.205 6 0.900 
N of valid cases 95 

Cross table shelf life vs. organization principle – supplier 

Organization principle – supplier 

project shop job shop group technology flow shop Total 

Shelf 
life 

weeks 
0 0 1 2 3 

  months 3 1 11 20 35 
  years 2 4 20 10 36 
  unlimited 0 4 6 10 20 
Total 5 9 38 42 94 
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Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 13.503 9 0.141 
N of valid cases 94 

Cross table shelf life vs. volume flexibility – supplier 

Volume flexibility   
none limited unlimited Total 

Shelf life weeks 1 2 0 3 
  months 0 35 0 35 
  years 0 29 3 32 
  unlimited 0 20 1 21 
Total 1 86 4 91 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 33.225 6 0.000* 
N of valid cases 91 

Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by 
Nominal 

Lambda Symmetric 
0.066 0.030 2.045 0.041 

    Shelf life dependent 0.071 0.034 2.045 0.041 
    Volume flexibility 

dependent 
0.000 0.000 

  Goodman and 
Kruskal tau 

Shelf life dependent 
0.042 0.012 0.080 

    Volume flexibility 
dependent 

0.090 0.090 0.012 

Cross table shelf life vs. CODP – buyer 

CODP – buyer 

MTS MTO PTO Total 

Shelf life weeks 0 3 0 3 
  months 8 16 11 35 
  years 10 11 12 33 
  unlimited 7 8 6 21 
Total 25 38 29 92 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 5.944 6 0.430 
N of valid cases 92 
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Cross table shelf life vs. Organization principle – buyer  

Organization principle – buyer (assembly) 

project shop job shop 
group technol-

ogy flow shop Total 

weeks 0 0 2 1 3
months 3 3 22 4 32
years 5 3 17 8 33

Shelf 
life 

unlimited 0 1 15 4 20
Total 8 7 56 17 88

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 6.818 9 0.656 
N of valid cases 88 

Cross table shelf life vs. distance 

Distance 

hours days weeks Total 

weeks 1 2 0 3 
months 11 19 5 35 
years 9 23 4 36 

Shelf life 

unlimited 5 14 2 21 
Total 26 58 11 95 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 1.507 6 0.959 
N of valid cases 95 

Cross table shelf life vs. replenishment principle – buyer  

Replenishment principle – buyer (assembly) 

push pull Total 

weeks 2 1 3 
months 31 1 32 
years 29 4 33 

Shelf life 

unlimited 14 6 20 
Total 76 12 88 

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 8.602 3 0.035 
Nominal by  Phi 0.313 0.035 
Nominal Cramer’s V 0.313 0.035 
N of valid cases 88 
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Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.060 0.121 0.479 0.632 
Nominal   Shelf life dependent 0.073 0.146 .479 0.632 

  Volume flexibility 
dependent 

0.000 0.000 

Goodman and 
Kruskal tau 

Shelf life dependent 
0.037 0.023 0.022 

  Volume flexibility 
dependent 

0.098 0.065 0.037 

Cross table shelf life vs. replenishment principle – supplier

Replenishment principle – supplier 

  pull push Total 

weeks 0 3 3 
months 12 23 35 
years 7 28 35 

Shelf life 

unlimited 7 13 20 
Total 26 67 93 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 3.453 3 0.327 
N of valid cases 93 

Cross table shelf life vs. dyad 

Dyad 
MTS-
MTS 

MTS-
MTO 

MTS-
PTO 

MTO-
MTS 

MTO-
MTO 

MTO-
PTO 

PTO-
MTS 

PTO-
MTO 

PTO-
PTO Total 

Shelf weeks 0 0 0 1 2 0 0 0 0 3 
life months 2 3 3 6 6 4 2 4 5 35 

years 5 3 2 4 6 1 3 3 6 33 
unlim-
ited 

3 3 1 1 4 3 3 1 2 21 

Total 10 9 6 12 18 8 8 8 13 92 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 15.336 24 0.911 
N of valid cases 92 
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11.3.2.3 CODP – Supplier 

Cross table CODP – supplier vs. organization principle – supplier 

Organization principle – supplier 

project shop job shop group technology flow shop Total 

CODP – MTS 1 3 8 19 31 
supplier MTO 1 3 19 13 36 

PTO 3 3 11 10 27 
Total 5 9 38 42 94 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 8.377 6 0.212 
N of valid cases 94 

Cross table CODP – supplier vs. volume flexibility 

Volume flexibility 
none limited unlimited Total 

CODP – MTS 0 29 1 30 
supplier MTO 1 32 2 35 

PTO 0 25 1 26 
Total 1 86 4 91 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 1.891 4 0.756 
N of valid cases 91 

Cross table CODP – supplier vs. CODP – buyer 

CODP – buyer 

MTS MTO PTO Total 

CODP – MTS 10 12 8 30 
supplier MTO 9 18 8 35 

PTO 6 8 13 27 
Total 25 38 29 92 

Chi-square-test 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 5.888 4 0.208 
N of valid cases 92 

Cross table CODP - supplier vs. organizational principle – buyer  

Organization principle – buyer (assembly) 

project shop job shop group technology flow shop Total 

CODP – MTS 2 2 20 5 29 
supplier MTO 2 3 22 7 34 

PTO 4 2 14 5 25 
Total 8 7 56 17 88 
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Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.388 6 0.881 
N of valid cases 88 

Cross table CODP - supplier vs. distance 

Distance Total 

hours days weeks   
CODP – MTS 4 24 3 31
supplier MTO 5 26 5 36

PTO 17 8 3 28
Total 26 58 11 95

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 23.351 4 0.00* 
Nominal by  Phi 0.496 0.00* 
Nominal Cramer’s V 0.351 0.00* 
N of valid cases 95 

Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.219 0.083 2.403 0.016 
Nominal CODP supplier de-

pendent 
0.203 0.071 2.651 0.008 

Distance dependent 0.243 0.118 1.832 0.067 
Goodman and 
Kruskal tau 

CODP supplier de-
pendent 

0.116 0.046 0.000 

Distance dependent 0.170 0.069 0.000 

Cross table CODP – supplier vs. replenishment principle – buyer 

Replenishment principle buyer (assembly) 

push pull Total 

CODP – MTS 24 5 29 
supplier MTO 29 5 34 

PTO 23 2 25 
Total 76 12 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 1.027 2 0.598 
N of valid cases 88 

Cross table CODP – supplier vs. replenishment principle – supplier

Replenishment principle – supplier 

pull push Total 

CODP – MTS 13 18 31 
supplier MTO 7 28 35 

PTO 6 21 27 
Total 26 67 93 
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Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 4.549 2 0.103 
N of valid cases 93 

11.3.2.4 Organizational principle – Supplier 

Cross table organizational principle – supplier vs. volume flexibility

Volume flexibility 

none limited unlimited Total 

Organization  project shop 0 5 0 5 
principle – job shop 0 9 0 9 
supplier group technology 1 31 2 34 

flow shop 0 40 2 42 
Total 1 85 4 90 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.524 6 0.866 
N of valid cases 90 

Cross table organizational principle - supplier vs. CODP – buyer 

CODP – buyer 

MTS MTO PTO Total 

Organization  project shop 0 4 1 5 
principle – job shop 4 3 2 9 
supplier group technology 12 12 12 36 

flow shop 9 18 14 41 
Total 25 37 29 91 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 6.400 6 0.380 
N of valid cases 91 

Cross table organizational principle – supplier vs. – buyer 

Organization principle – buyer (assembly) 
  project 

shop job shop group technology flow shop Total 

Organization  project shop 5 0 0 0 5 
principle – job shop 0 1 7 1 9 
supplier group technology 2 1 28 5 36 

flow shop 1 5 20 11 37 
Total 8 7 55 17 87 
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Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 60.021 9 0.00* 
Nominal by  Phi 0.831 0.00* 
Nominal Cramer’s V 0.480 0.00* 
N of valid cases 87 

Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.207 0.090 2.098 0.036 
Nominal Organization principle 

supplier dependent 
0.240 0.128 1.659 0.097 

Organization principle 
buyer dependent 

0.156 0.064 2.303 0.021 

Goodman and 
Kruskal tau 

Organization principle 
supplier dependent 

0.124 0.052 0.000 

Organization principle 
buyer dependent 

0.182 0.036 0.000 

Cross table organizational principle – supplier vs. distance 

Distance 
  

hours days weeks Total 

Organization  project shop 1 3 1 5 
principle –  job shop 1 7 1 9 
supplier group technology 11 21 6 38 

flow shop 12 27 3 42 
Total 25 58 11 94 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 3.299 6 0.770 
N of valid cases 94 

Cross table organizational principle – supplier vs. repl. principle – buyer 

Replenishment principle – buyer (assembly) 

push pull Total 

Organization  project shop 5 0 5 
principle – job shop 4 5 9 
supplier group technology 34 2 36 

flow shop 32 5 37 
Total 75 12 87 

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 16.058 3 0.001* 
Nominal by  Phi 0.430 0.001* 
Nominal Cramer’s V 0.430 0.001* 
N of valid cases 87 
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Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.048 0.154 0.308 0.758
Nominal Organization principle 

supplier dependent 0.040 0.171 0.229 0.818

Replenishment prin-
ciple buyer (assem-
bly) dependent 

0.083 0.239 0.334 0.739

Goodman and 
Kruskal tau 

Organization principle 
supplier dependent 0.041 0.027 0.014

Replenishment prin-
ciple buyer (assem-
bly) dependent 

0.185 0.112 0.001

Cross table organizational principle – supplier vs. repl. principle – supplier 

Replenishment principle – supplier 
pull push Total 

Organization  project shop 0 5 5 
principle – job shop 3 6 9 
supplier group technology 5 32 37 

flow shop 18 23 41 
Total 26 66 92 

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 11.001 3 0.012* 
Nominal by  Phi 0.346 0.012* 
Nominal Cramer’s V 0.346 0.012* 
N of valid cases 92 

Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.117 0.091 1.223 0.221 
Nominal Organization principle 

supplier dependent 0.176 0.132 1.223 0.221 

Replenishment princi-
ple supplier dependent 0.000 0.000 . . 

Goodman and 
Kruskal tau 

Organization principle 
supplier dependent 0.068 0.040 0.000 

Replenishment princi-
ple supplier dependent 

0.120 0.059 0.012 
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Cross table organizational principle – supplier vs. repl. principle – dyad 

Dyad 
MTS

-
MTS 

MTS
-

MTO 
MTS
-PTO 

MTO
-

MTS 

MTO
-

MTO 
MTO
-PTO 

PTO-
MTS 

PTO-
MTO 

PTO-
PTO Tot. 

Organization  project shop 0 0 0 1 1 2 0 0 1 5 
supplier – job shop 2 1 1 1 1 1 0 1 1 9 
principle group  

technology 
3 6 3 2 8 2 2 4 6 36 

flow shop 5 2 2 8 8 2 6 3 5 41 
Total 10 9 6 12 18 7 8 8 13 91 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 21.608 24 0.603 
N of valid cases 91 

11.3.2.5 Volume Flexibility 

Cross table volume flexibility vs. CODP – buyer 

CODP – buyer 

MTS MTO PTO Total 

Volume  none 0 1 0 1 
flexibility limited 24 34 25 83 

unlimited 0 2 2 4 
Total 24 37 27 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 3.130 4 0.536 
N of valid cases 88 

Cross table volume flexibility vs. organizational principle – buyer 

Organization principle – buyer (assembly) 

project shop job shop 
group technol-

ogy flow shop Total 

Volume  none 0 0 1 0 1 
flexibility limited 7 7 49 16 79 

unlimited 0 0 3 1 4 
Total 7 7 53 17 84 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 1.453 6 0.963 
N of valid cases 84 
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Cross table volume flexibility vs. distance 

Distance 

hours days weeks Total 

Volume  none 0 1 0 1 
flexibility limited 26 49 11 86 

unlimited 0 4 0 4 
Total 26 54 11 91 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 3.625 4 0.459 
N of valid cases 91 

Cross table volume flexibility vs. replenishment principle – buyer

Replenishment principle – buyer (assembly) 

push pull Total 

Volume  none 1 0 1 
flexibility limited 67 12 79 

unlimited 4 0 4 
Total 72 12 84 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 0.886 2 0.642 
N of valid cases 84 

Cross table volume flexibility vs. replenishment principle – supplier

Replenishment principle – supplier 

pull push Total 

Volume  none 0 1 1 
flexibility limited 25 60 85 

unlimited 1 3 4 
Total 26 64 90 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 0.447 2 0.800 
N of valid cases 90 

Cross table volume flexibility vs. dyad 

Dyad 
MTS

-
MTS 

MTS
-

MTO 

MTS
-

PTO 

MTO
-

MTS 

MTO
-

MTO 

MTO
-

PTO 

PTO
-

MTS 

PTO
-

MTO 

PTO
-

PTO Tot. 

Volume 
flexibility 

none 
0 0 0 0 1 0 0 0 0 1 

  limited 10 9 5 12 14 8 6 8 11 83 
  unlimited 0 0 0 0 2 0 1 0 1 4 
Total 10 9 5 12 17 8 7 8 12 88 
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Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 10.829 16 0.820 
N of valid cases 88 

11.3.2.6 CODP – Buyer 

Cross table CODP – buyer vs. organizational principle – buyer 

Organization principle buyer (assembly) 

project shop job shop group technology flow shop Total 

CODP – MTS 0 0 18 7 25 
buyer MTO 6 4 21 6 37 

PTO 2 3 17 4 26 
Total 8 7 56 17 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 9.113 6 0.167 
N of valid cases 88 

Cross table CODP – buyer vs. distance 

Distance 

hours days weeks Total 

CODP – MTS 6 19 0 25 
buyer MTO 9 22 7 38 

PTO 8 17 4 29 
Total 23 58 11 92 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 5.428 4 0.246 
N of valid cases 92 

Cross table CODP – buyer vs. replenishment principle – buyer 

Replenishment principle – buyer (assembly) 

push pull Total 

CODP – MTS 15 10 25
buyer MTO 35 2 37

PTO 26 0 26
Total 76 12 88

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 20.988 2 0.000* 
Nominal by  Phi 0.488 0.000* 
Nominal Cramer’s V 0.488 0.000* 
N of valid cases 88 
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Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.127 0.047 2.383 0.017 

Nominal CODP buyer dependent 0.157 0.062 2.383 0.017 

Replenishment princi-
ple buyer (assembly) 
dependent 0.000 0.000 . . 

Goodman and 
Kruskal tau 

CODP buyer dependent 
0.109 0.039 0.000 

Replenishment princi-
ple buyer (assembly) 
dependent 

0.239 0.095 0.000 

Cross table CODP – buyer vs. replenishment principle – supplier 

Replenishment principle – supplier 

pull push Total 

CODP – MTS 8 17 25 
buyer MTO 9 28 37 

PTO 8 20 28 
Total 25 65 90 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 0.451 2 0.798 
N of valid cases 90 

11.3.2.7 Organizational Principle – Buyer 

Cross table organizational principle – buyer vs. distance 

Distance 

hours days weeks Total 

Organization  project shop 2 5 1 8 
principle – job shop 1 4 2 7 
buyer group technology 9 40 7 56 

flow shop 9 7 1 17 
Total 21 56 11 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 11.693 6 0.069 
N of valid cases 88 
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Cross table organizational principle – buyer vs. replen. principle – buyer 

Replenishment principle – buyer (assembly) 
push pull Total 

Organization  project shop 8 0 8 
principle – job shop 7 0 7 
buyer group technology 47 9 56 

flow shop 14 3 17 
Total 76 12 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.883 3 0.410 
N of valid cases 88 

Cross table organizational principle – buyer vs. replen. principle – supplier

Replenishment principle – supplier 
pull push Total 

Organization  project shop 1 6 7
principle – job shop 3 3 6
buyer group technology 18 38 56

flow shop 3 14 17
Total 25 61 86

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 3.349 3 0.341 
N of valid cases 86 

Cross table organizational principle – buyer vs. dyad 

Dyad 
MTS

-
MTS 

MTS
-

MTO
MTS
-PTO 

MTO
-

MTS 

MTO
-

MTO 
MTO
-PTO 

PTO-
MTS 

PTO-
MTO 

PTO
-

PTO Tot. 

Organization project shop 0 0 0 2 2 2 0 0 2 8 
principle – job shop 0 0 0 1 2 1 1 1 1 7 
buyer group tech-

nology 
7 7 4 8 9 4 5 6 6 56 

flow shop 3 2 2 1 4 1 1 1 2 17 
Total 10 9 6 12 17 8 7 8 11 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 14.756 24 0.928 
N of valid cases 88 
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11.3.2.8 Distance 

Cross table distance vs. replenishment principle – buyer 

Replenishment principle – buyer  

push pull Total 

Distance hours 19 2 21 
days 46 10 56 
weeks 11 0 11 

Total 76 12 88 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.886 2 0.236 
N of valid cases 88 

Cross table distance vs. replenishment principle – supplier 

Replenishment principle – supplier 

pull push 
Total 

Distance hours 5 21 26 
days 19 37 56 

weeks 2 9 11 
Total 26 67 93 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 2.496 2 0.287 
N of valid cases 93 

Cross table distance vs. dyad 

Dyad 
MTS

-
MTS 

MTS
-

MTO 

MTS
-

PTO 

MTO
-

MTS 

MTO
-

MTO 

MTO
-

PTO 

PTO
-

MTS 

PTO
-

MTO 

PTO
-

PTO Tot. 

Distance hours 1 1 4 1 3 5 1 0 7 23 
days 9 8 2 8 11 3 7 7 3 58 

weeks 0 0 0 3 4 0 0 1 3 11 
Total 10 9 6 12 18 8 8 8 13 92 

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 37.086 16 0.002* 
Nominal by  Phi 0.635 0.002* 
Nominal Cramer’s V 0.449 0.002* 
N of valid cases 92 
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Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.111 0.060 1.761 0.078 
Nominal Distance dependent 0.235 0.126 1.657 0.097 

Dyade dependent 0.054 0.042 1.276 0.202 
Goodman and Distance dependent 0.234 0.068 0.000 
Kruskal tau Dyade dependent 0.050 0.013 0.002 

11.3.2.9 Replenishment Principle – Buyer 

Cross table replenishment principle – buyer vs. replen. principle – supplier 

Replenishment principle supplier 

pull push Total 

Replenishment principle – push 21 53 74 
buyer pull 4 8 12 
Total 25 61 86 

Chi-square-test

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 0.123 2 0.726 
N of valid cases 86 

Cross table replenishment principle – buyer vs. dyad 

Dyad 
MTS

-
MTS 

MTS
-

MTO 
MTS
-PTO 

MTO
-

MTS 

MTO
-

MTO 
MTO
-PTO 

PTO-
MTS 

PTO-
MTO 

PTO-
PTO Tot. 

Replenishment  push 6 5 4 11 16 8 7 8 11 76 
principle – buyer pull 4 4 2 1 1 0 0 0 0 12 
Total 10 9 6 12 17 8 7 8 11 88 

Chi-square-test and symmetric measures 

Measures Value DoF Asymp. sig. (2-sided) 
Pearson chi-square 21.655 16 0.006* 
Nominal by  Phi 0.496 0.006* 
Nominal Cramer’s V 0.496 0.006* 
N of valid cases 88 

Directional measures 

Measures 
Value 

Asymp. Std. 
Error 

Approx. T Approx. sig.

Nominal by  Lambda Symmetric 0.036 0.026 1.356 0.175 
Nominal Replenishment princi-

ple buyer dependent 
0.000 0.000 

Dyad dependent 0.042 0.031 1.356 0.175 
Goodman and Replenishment princi-

ple buyer dependent 
0.246 0.094 0.006 

Kruskal tau Dyad dependent 0.030 0.011 0.008 
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11.3.2.10 Replenishment Principle – Supplier 

Dyad 
MTS

-
MTS 

MTS
-

MTO 

MTS
-

PTO 

MTO
-

MTS 

MTO
-

MTO 

MTO
-

PTO 

PTO
-

MTS 

PTO
-

MTO 

PTO
-

PTO Tot. 

Replenishment  pull 3 3 2 6 1 2 4 3 1 25
principle –  
supplier 

push 7 6 4 6 16 6 4 5 11 65

Total 10 9 6 12 17 8 8 8 12 90

11.4 Methods for Throughput Time Calculation 

11.4.1 General Introduction to Queing Theory 

When considering queues in the context of queuing theory, one assumes a system 
with the following structure: Orders (also called customers) arrive with a certain 
arrival rate at the system, adding themselves to the queue, which might be empty 
or filled. The system has a certain number of capacities (e.g. machines, clerks) to 
fulfill those orders. Every time a capacity is finished with one order, it picks a 
new order out of the queue. The completion of an order takes a certain time, so 
there can only be one order at a capacity at the same time. 

The wide field of queuing theory is usually structured by the mathematical char-
acteristics of the queue, respectively the network of queues to be treated. There 
are three basic parameters treated in this model that determine the nature of a 
queue: type of arrival process at the queue, type of completion process at the ca-
pacities and number of capacities serving the single queue. The strategy for pick-
ing the next customer is always first-come-first-serve and the queues are not lim-
ited in length. These parameters are abbreviated with single letters and grouped 
together, to get a three letter code to identify the type of queue: 

Type of arrival process / type of completion process / number of capacities 

Here are now only a few possible parameter values listed: The arrival process is 
determined by its type of distribution: e.g. deterministic (D), Poisson distribution 
(M) or general independent distribution (GI). The distribution of the service time 
process can be e.g. deterministic (D), exponentially distributed (M) or generally 
distributed (G). For the number of capacities it is only important to distinguish 
between one single capacity and C capacities, since C can be a parameter inside 
the mathematical solution. 
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11.4.2 Askin's Method for Throughput Time Calculation 

ASKIN (1993) assumes an open network (= unlimited queue capacity between 
machines) of GI/G/1 queues. The external arrival rate of new orders into the net-
work is exponentially distributed. The following parameters determine com-
pletely the specific job-shop problem: 

• M: number of capacities (single machines with queue) in the shop 

• λj : mean external arrival rate of orders at each capacity 

• Pkj : 2-dimensional array of probabilities for orders to go from one cap-
acity to another after completion (including probability for rework at the 
same capacity or leaving the network) 

• vj : expected number of visits for one specific product at each capacity for 
an order before leaving the network 

• service time distribution for all products: mean value µj and squared coef-

ficient of variance 2
jSC at each capacity 

• µj,p : mean value of service time for one specific product at each capacity 

An overview of the algorithm by ASKIN 1993 is given in Figure 41. 
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Figure 41: Throughput time calculation according to ASKIN (1993) 

According to the sketched process, the first step is to calculate the effective arri-
val rate of orders at each capacity of the job-shop. The effective arrival rate in-
cludes the external arrival of new orders into the network and the transfer rate 
from other capacities with partially fulfilled orders. This is done by solving the 
equation system 

∑
=

+=
M

k
jkkeffjjeff p

1
,,, λλλ for Mj ≤≤1 (37)

The next step calculates the utilization factor of each capacity by 

j
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λ
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,
= for Mj ≤≤1 . (38)

Next, the squared coefficient of variance for the arrival process at each capacity 
is calculated by solving the linear equation system
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So far the network as a whole was treated to obtain information about the charac-
teristics of order flow between capacities. Now Jackson’s Theorem is used (see 
ASKIN 1993, pp. 363) to prove that every capacity can be treated as an independ-
ent queue. This allows us to calculate the queue characteristics such as waiting 
time, throughput time or queue length for every capacity separately. For every 
capacity the expected waiting time in the queue and the throughput time at capac-
ity j can be estimated using the approximation 
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omitting the indices j at every variable in both formulae. 

The last step in this procedure is to calculate the total throughput time for a spe-
cific order type. This is performed by connecting again the separately treated ca-
pacities to form a network. The total throughput time can be calculated by sum-
ming up all stations of an order on its route through the job-shop: 
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11.4.3 Sainis's Method for Throughput Time Calculation 

As the variance of the throughput time can not be calculated using the previous 
method, a further, but more complex method by SAINIS (1975) is introduced. 
This method has similar assumptions for the job-shop model as ASKIN's method. 
An open network of independent capacities is assumed only for well disinte-
grated job-shops. This means, that the probabilities of order transfer between dif-
ferent capacities are equally distributed. For more details on these assumptions 
see (SAINIS 1975, chapter 2). The method also applies the Jackson’s Theorem to 
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treat the capacities of the network as single queues. The only difference in theory 
to ASKIN (1993) is, that the M/G/1 queue model is applied, which means that 
Poisson arrival processes are utilized instead of general processes. In addition, 
the model of SAINIS (1975) is more aiming for practical use in industrial envi-
ronments, in contrast to the theoretical approach of ASKIN (1993). 

As shown in Figure 42, the first step in this method is to define the mean arrival 
rate of orders at each capacity. This is simply done by analyzing the production 
plan for the next period and counting the visits at each capacity of each order, 
therefore getting λeff,j directly. A similar procedure is used for getting the service 
time distribution. By coupling the production plan of orders with the work con-
tent plan for each product at each capacity, one obtains the service time histo-
grams as explicit distributions for each capacity. From the histograms one can 
easily get the mean service rates µj. Now the mean utilization rates are calculated 
by 

j

j
j

µ

λ
ρ = for Mj ≤≤1 (43)

The next step is to perform a Laplace transformation on every service time distri-
bution fs(t) to get L[fs(t)]. This transformed distribution can be used to calculate 
the Laplace transformed distribution of the waiting time distribution at every ca-
pacity, assuming a M/G/1 queue model: 
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To get now the total waiting time distribution of the job-shop these single distri-
butions must be convoluted. Inside the Laplace space this yields a simple multi-
plication of transformed distribution functions: 
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for N capacities on the route of a product through the job-shop. 

This Laplace transformed distribution can now be transformed back, which is 
usually done numerically to get the true total waiting time distribution (histogram 
with absolute probabilities Pi for explicit waiting times tw,i). From there the mean 



171

waiting time can be calculated and be added to the mean service times at every 
capacity on the job-shop route. 
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Figure 42: Throughput time calculation according to SAINIS (1975) 

Mean waiting time:  
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Mean throughput time: ∑
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This yields the expected value for the total throughput time for a specific product 
on its way through fabrication. This value can be used for the System Dynamics 
model. 
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11.5 System Dynamics Code 

11.5.1 MTS-Supplier 

ccummulated_Stock(t) = Accummulated_Stock(t - dt) + (daily_Stock) * dt 

INIT Accummulated_Stock = 0 

daily_Stock = Inventory 

Accumulated_LT(t) = Accumulated_LT(t - dt) + (Noname_1) * dt 

INIT Accumulated_LT = 0 

Noname_1 = LT_orders 

Accumulated_TT_Fab_S(t) = Accumulated_TT_Fab_S(t - dt) + (TT_prod_in) 
* dt 

INIT Accumulated_TT_Fab_S = 0 

TT_prod_in = TT_Prod_S 

Max_TT(t) = Max_TT(t - dt) + (Diff_TT) * dt 

INIT Max_TT = 0 

Diff_TT = if LT_orders > Max_TT then (LT_orders-Max_TT) else 0 

not_OT(t) = not_OT(t - dt) + (count_not_OT) * dt 

INIT not_OT = 0 

count_not_OT = if (LT_orders > desired_LT) and (TIME>500) then 1 else 
0 

Stock_outs(t) = Stock_outs(t - dt) + (Count_a__Stock_out) * dt 

INIT Stock_outs = 0 

Count_a__Stock_out = if Inventory = 0 then 1 else 0

Delivery_reliability = 1-(not_OT/TIME) 

desired_LT = 10 

Mean_inventory = Accummulated_Stock/TIME 

Mean_LT = Accumulated_LT/TIME 

Mean_LT_Production = Accumulated_TT_Fab_S/TIME 

First_Order_Backlog_S(t) = First_Order_Backlog_S(t - dt) + (Cus-
tomer_order_rate - Orderfulfillment__Rate_S) * dt 

INIT First_Order_Backlog_S = 0 

Customer_order_rate = Customer_demand 

Orderfulfillment__Rate_S = 
max(Inventory/Minimal_Order_Fullfilment_Time_S,Inventory/Lead_time_buy
er) 

IFulfilled_orders(t) = IFulfilled_orders(t - dt) + (Orderfulfill-
ment__Rate_S) * dt 

INIT IFulfilled_orders = 0 

Orderfulfillment__Rate_S = 
max(Inventory/Minimal_Order_Fullfilment_Time_S,Inventory/Lead_time_buy
er) 

Inventory(t) = Inventory(t - dt) + (End_Rate__Production_S - Deliv-
ery_Rate_S) * dt 

INIT Inventory = Desired_Inventory__CO_S  

End_Rate__Production_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time__distribution_Production 
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Delivery_Rate_S = Orderfulfillment__Rate_S 

Order_Backlog__Fab_S(t) = Order_Backlog__Fab_S(t - dt) + (Inter-
nal_Order_Acceptance_Rate_S - Order__Rate_Fab_S) * dt 

INIT Order_Backlog__Fab_S = 0 

Internal_Order_Acceptance_Rate_S = Order_Rate_Components_S 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_Raw__Material_S) 

Order_History(t) = Order_History(t - dt) + (Actual_Order_Rate_S - Out-
dated_Orders_S) * dt 

INIT Order_History = 
100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,10
0,100,100,100,100,100,100,100,100,100,100,100,100 

 TRANSIT TIME = 30 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

Actual_Order_Rate_S = Delivery_Rate_S 

Outdated_Orders_S = CONVEYOR OUTFLOW 

Production(t) = Production(t - dt) + (Order__Rate_Fab_S - 
End_Rate__Production_S) * dt 

INIT Production = 0 

 TRANSIT TIME = varies 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_Raw__Material_S) 

End_Rate__Production_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time__distribution_Production 

Stock_Raw__Material_S(t) = Stock_Raw__Material_S(t - dt) + (Receiv-
ing_Rate_Raw_Material_S - Consuption_Rate_Raw_Material_S) * dt 

INIT Stock_Raw__Material_S = 10*Customer_demand 

Receiving_Rate_Raw_Material_S = Consuption_Rate_Raw_Material_S 

Consuption_Rate_Raw_Material_S = Order__Rate_Fab_S 

Supply_Line_S(t) = Supply_Line_S(t - dt) + (Order_Rate_Components_S - 
Delivery_Rate_Components_S) * dt 

INIT Supply_Line_S = 0 

Order_Rate_Components_S = if Replenishment_principle = 1 then 
max(Desired_Internal__Order_Rate_CO_S,Minimal_Order_Rate_S) else if 
Replenishment_principle = 2 then 
max(Desired_Internal_Order_Rate_DO_S+Adjustment_RateSupply_Line,Minima
l_Order_Rate_S) else 0 

Delivery_Rate_Components_S = End_Rate__Production_S

Actual_Capacity_Fab = if Desired_Capacity_Fab < Min_Capacity_Fab then 
Min_Capacity_Fab else 

if Desired_Capacity_Fab > Max_Capacity_Fab then Max_Capacity_Fab else 

Desired_Capacity_Fab 
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Adjustment_RateSupply_Line = Miss-
ing_Supply__Line/Adustment_time_Supply_Line 

Adjustment_Rate_Inventory_S = Miss-
ing__Inventory_CO_S/Inventory_adaptation_time 

Adustment_time_Supply_Line = 5 

Customer_demand = normal(Mean_demand,Demand_variation,1) 

Demand_adaptation_time = 2 

Demand_variation = 10 

Desired_Capacity_Fab = Order_Backlog__Fab_S/LT_production 

Desired_Internal_Order_Rate_DO_S = Ex-
pected_Order_Rate_S+Inventory_Adjustment_Rate_S 

Desired_Internal__Order_Rate_CO_S = Deliv-
ery_Rate_S+Adjustment_Rate_Inventory_S 

Desired_Inventory__CO_S = (Ex-
pected_lead_time*Mean_Order_Rate_S)+(3.09*Standard_Deviation_Order_Rat
e_S*SQRT(Expected_lead_time)) 

Desired_Supply_Line = Ex-
pected_lead_time*Desired_Internal_Order_Rate_DO_S 

Desired__Inventory_DO_S = Expected_Order_Rate_S*Inventory_coverage 

Expected_lead_time = 18 

Expected_Order_Rate_S = 
SMTH1(Customer_order_rate,Demand_adaptation_time) 

Flexibility__production = 0 

Inventory_adaptation_time = 5 

Inventory_Adjustment_Rate_S = Miss-
ing__Inventory_DO_S/Inventory_adaptation_time 

Inventory_coverage = 14 

Lead_time_buyer = 10 

LT_orders = CYCLETIME(Orderfulfillment__Rate_S)+1 

LT_production = 6 

Maximal__Inventory_CO = Inventory + Supply_Line_S 

Max_Capacity_Fab = (1+Flexibility__production)*Required_Capacity 

Mean_demand = 100 

Mean_Order_Rate_S = ARRAYMEAN(Order_Rate_History_Array_S[*]) 

Minimal_Order_Fullfilment_Time_S = 1 

Minimal_Order_Rate_S = 0 

Min_Capacity_Fab = (1-Flexibility__production)*Required_Capacity 

Missing_Supply__Line = Desired_Supply_Line-Supply_Line_S 

Missing__Inventory_CO_S = Desired_Inventory__CO_S-Inventory-
Supply_Line_S 

Missing__Inventory_DO_S = Desired__Inventory_DO_S-Inventory 

Orders_on_hand = First_Order_Backlog_S 

Order_Rate_History_Array_S[1] = qelem(Order_History,1)... 

Order_Rate_History_Array_S[30] = qelem(Order_History,30) 

Replenishment_principle = 2 

Required_Capacity = Mean_demand 

Sigma_LT_Production = 4 

Standard_Deviation_Order_Rate_S = 
ARRAYSTDDEV(Order_Rate_History_Array_S[*]) 
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Throughput_time__distribution_Production = nor-
mal(LT_production,Sigma_LT_Production) 

TT_Prod_S = CYCLETIME(End_Rate__Production_S) 

11.5.2 MTO-Supplier 

Accumlated_TT_Assy(t) = Accumlated_TT_Assy(t - dt) + (daily_TT) * 
dtINIT Accumlated_TT_Assy = 0 

daily_TT = TT_Assy_S 

Accummulated_Stock(t) = Accummulated_Stock(t - dt) + (daily_Stock) * 
dt 

INIT Accummulated_Stock = 0 

daily_Stock = Inventory_of_fabricated_parts 

Accumulated_TT_Fab_S(t) = Accumulated_TT_Fab_S(t - dt) + (TT_Fab_in) * 
dt 

INIT Accumulated_TT_Fab_S = 0 

TT_Fab_in = TT_Fab_S 

Max_TT(t) = Max_TT(t - dt) + (Diff_TT) * dt 

INIT Max_TT = 0 

Diff_TT = if TT_Assy_S > Max_TT then (TT_Assy_S-Max_TT) else 0 

not_OT(t) = not_OT(t - dt) + (count_not_OT) * dt 

INIT not_OT = 0 

count_not_OT = if (TT_Assy_S > desired_LT) and (TIME>500) then 1 else 
0 

Stock_outs(t) = Stock_outs(t - dt) + (Count_a__Stock_out) * dt 

INIT Stock_outs = 0 

Count_a__Stock_out = if Inventory_of_fabricated_parts = 0 then 1 else 
0 

Delivery_reliability = 1-(not_OT/TIME) 

desired_LT = 10 

Mean_inventory = Accummulated_Stock/TIME 

Mean_LT_assembly = Accumlated_TT_Assy/TIME 

Mean_LT_fabrication = Accumulated_TT_Fab_S/TIME 

Assy_S(t) = Assy_S(t - dt) + (Order_Rate_Assy_S - Delivery_Rate_S) * 
dt 

INIT Assy_S = 0 

 TRANSIT TIME = varies 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

Order_Rate_Assy_S = Actual_Capacity_Assy 

Delivery_Rate_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time_distribution_Assy_S

Fab_S(t) = Fab_S(t - dt) + (Order__Rate_Fab_S - 
End_Rate__Production_S) * dt 

INIT Fab_S = 0 
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 TRANSIT TIME = varies 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_Raw__Material_S) 

End_Rate__Production_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time__distribution_Fab_S

Finished_OrderS(t) = Finished_OrderS(t - dt) + (compelted_Order_S) * 
dt 

INIT Finished_OrderS = 0 

compelted_Order_S = Delivery_Rate_S 

First_Order_Backlog_S(t) = First_Order_Backlog_S(t - dt) + (Cus-
tomer_order_rate - OrderRelease__Rate_S) * dt 

INIT First_Order_Backlog_S = 0 

Customer_order_rate = Customer_demand 

OrderRelease__Rate_S = 
max(Inventory_of_fabricated_parts/Minimal_Order_Fullfilment_Time_S,Inv
entory_of_fabricated_parts/Lead_time_buyer) 

Inventory_of_fabricated_parts(t) = Inventory_of_fabricated_parts(t - 
dt) + (End_Rate__Production_S - Delivery__Rate_S) * dt 

INIT Inventory_of_fabricated_parts = Desired_Inventory__CO_S  

End_Rate__Production_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time__distribution_Fab_S

Delivery__Rate_S = OrderRelease__Rate_S 

In_Process_Orders_S(t) = In_Process_Orders_S(t - dt) + (OrderRe-
lease__Rate_S - compelted_Order_S) * dt 

INIT In_Process_Orders_S = 0 

OrderRelease__Rate_S = 
max(Inventory_of_fabricated_parts/Minimal_Order_Fullfilment_Time_S,Inv
entory_of_fabricated_parts/Lead_time_buyer) 

compelted_Order_S = Delivery_Rate_S 

Orders_on_hand(t) = Orders_on_hand(t - dt) + (Delivery__Rate_S - Or-
der_Rate_Assy_S) * dt 

INIT Orders_on_hand = 0 

Delivery__Rate_S = OrderRelease__Rate_S 

Order_Rate_Assy_S = Actual_Capacity_Assy 

Order_Backlog__Fab_S(t) = Order_Backlog__Fab_S(t - dt) + (Inter-
nal_Order_Acceptance_Rate_S - Order__Rate_Fab_S) * dt 

INIT Order_Backlog__Fab_S = 0 

Internal_Order_Acceptance_Rate_S = Order_Rate_Components_S 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_Raw__Material_S) 

Order_History(t) = Order_History(t - dt) + (Actual_Order_Rate_S - Out-
dated_Orders_S) * dt 

INIT Order_History = 
100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,100,10
0,100,100,100,100,100,100,100,100,100,100,100,100 

 TRANSIT TIME = 30 
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 INFLOW LIMIT = INF 

 CAPACITY = INF 

Actual_Order_Rate_S = Delivery__Rate_S 

Outdated_Orders_S = CONVEYOR OUTFLOW 

Stock_Raw__Material_S(t) = Stock_Raw__Material_S(t - dt) + (Receiv-
ing_Rate_Raw_Material_S - Consuption_Rate_Raw_Material_S) * dt 

INIT Stock_Raw__Material_S = 10*Customer_demand 

Receiving_Rate_Raw_Material_S = Consuption_Rate_Raw_Material_S 

Consuption_Rate_Raw_Material_S = Order__Rate_Fab_S 

Supply_Line_S(t) = Supply_Line_S(t - dt) + (Order_Rate_Components_S - 
Delivery_Rate_Components_S) * dt 

INIT Supply_Line_S = 0 

Order_Rate_Components_S = if Replenishment_principle = 1 then 
max(Desired_Internal__Order_Rate_CO_S,Minimal_Order_Rate_S) else if 
Replenishment_principle = 2 then 
max(Desired_Internal_Order_Rate_DO_S+Adjustment_RateSupply_Line,Minima
l_Order_Rate_S) else 0 

Delivery_Rate_Components_S = End_Rate__Production_S

Actual_Capacity_Assy = if Desired_Capacity_Assy < Min_Capacity_Assy 
then Min_Capacity_Assy else 

if Desired_Capacity_Assy > Max_Capacity_Assy then Max_Capacity_Assy 
else 

Desired_Capacity_Assy 

Actual_Capacity_Fab = if Desired_Capacity_Fab < Min_Capacity_Fab then 
Min_Capacity_Fab else 

if Desired_Capacity_Fab > Max_Capacity_Fab then Max_Capacity_Fab else 

Desired_Capacity_Fab 

Adjustment_RateSupply_Line = Miss-
ing_Supply__Line/Adustment_time_Supply_Line 

Adjustment_Rate_Inventory_S = Miss-
ing__Inventory_CO_S/Inventory_adaptation_time 

Adustment_time_Supply_Line = 5 

Customer_demand = normal(Mean_demand,Demand_variation,1) 

Demand_adaptation_time = 2 

Demand_variation = 10 

Desired_Capacity_Assy = Orders_on_hand/LT_assembly 

Desired_Capacity_Fab = Order_Backlog__Fab_S/LT_fabrication 

Desired_Internal_Order_Rate_DO_S = Ex-
pected_Order_Rate_S+Inventory_Adjustment_Rate_S 

Desired_Internal__Order_Rate_CO_S = Deliv-
ery__Rate_S+Adjustment_Rate_Inventory_S 

Desired_Inventory__CO_S = (Ex-
pected_lead_time*Mean_Order_Rate_S)+(3.09*Standard_Deviation_Order_Rat
e_S*SQRT(Expected_lead_time)) 

Desired_Supply_Line = Ex-
pected_lead_time*Desired_Internal_Order_Rate_DO_S 

Desired__Inventory_DO_S = Expected_Order_Rate_S*Inventory_coverage 

Expected_lead_time = 18 
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Expected_Order_Rate_S = 
SMTH1(Customer_order_rate,Demand_adaptation_time) 

Flexibility_assembly = 0 

Flexibility__fabrication = 0 

Inventory_adaptation_time = 5 

Inventory_Adjustment_Rate_S = Miss-
ing__Inventory_DO_S/Inventory_adaptation_time 

Inventory_coverage = 14 

Lead_time_buyer = 10 

LT_assembly = 4 

LT_fabrication = 6 

Maximal__Inventory_CO = Inventory_of_fabricated_parts + Supply_Line_S 

Max_Capacity_Assy = (1+Flexibility_assembly)*Required_Capacity 

Max_Capacity_Fab = (1+Flexibility__fabrication)*Required_Capacity 

Mean_demand = 100 

Mean_Order_Rate_S = ARRAYMEAN(Order_Rate_History_Array_S[*]) 

Minimal_Order_Fullfilment_Time_S = 1 

Minimal_Order_Rate_S = 0 

Min_Capacity_Assy = (1-Flexibility_assembly)*Required_Capacity 

Min_Capacity_Fab = (1-Flexibility__fabrication)*Required_Capacity 

Missing_Supply__Line = Desired_Supply_Line-Supply_Line_S 

Missing__Inventory_CO_S = Desired_Inventory__CO_S-
Inventory_of_fabricated_parts-Supply_Line_S 

Missing__Inventory_DO_S = Desired__Inventory_DO_S-
Inventory_of_fabricated_parts 

Order_Rate_History_Array_S[1] = qelem(Order_History,1)... 

Order_Rate_History_Array_S[30] = qelem(Order_History,30) 

Replenishment_principle = 2 

Required_Capacity = 1.12*Mean_demand 

Sigma_of_LT__assemby = 2 

Sigma_WBZ__Fertigung = 4 

Standard_Deviation_Order_Rate_S = 
ARRAYSTDDEV(Order_Rate_History_Array_S[*]) 

Throughput_time_distribution_Assy_S = nor-
mal(LT_assembly,Sigma_of_LT__assemby) 

Throughput_time__distribution_Fab_S = nor-
mal(LT_fabrication,Sigma_WBZ__Fertigung) 

TT_Assy_S = CYCLETIME(compelted_Order_S) 

TT_Fab_S = CYCLETIME(End_Rate__Production_S) 

11.5.3 PTO-Supplier 

Accummulated_Stock(t) = Accummulated_Stock(t - dt) + (daily_Stock) * 
dt 

INIT Accummulated_Stock = 0 

daily_Stock = Stock_raw_material 

Accumulated_LT(t) = Accumulated_LT(t - dt) + (LT_in) * dt 
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INIT Accumulated_LT = 0 

LT_in = if LT_orders <> 1 then LT_orders else 0 

Accumulated_TT_Fab_S(t) = Accumulated_TT_Fab_S(t - dt) + (TT_prod_in) 
* dt 

INIT Accumulated_TT_Fab_S = 0 

TT_prod_in = TT_Prod_S 

Cases(t) = Cases(t - dt) + (CAses_in) * dt 

INIT Cases = 0 

CAses_in = if TT_prod_in <> 0 then 1 else 0 

Deliveries(t) = Deliveries(t - dt) + (Deliveries_in) * dt 

INIT Deliveries = 0 

Deliveries_in = if LT_in then 1 else 0 

Max_TT(t) = Max_TT(t - dt) + (Diff_TT) * dt 

INIT Max_TT = 0 

Diff_TT = if LT_orders > Max_TT then (LT_orders-Max_TT) else 0 

not_OT(t) = not_OT(t - dt) + (count_not_OT) * dt 

INIT not_OT = 0 

count_not_OT = if (LT_orders > Lead_time_buyer) and (TIME>500) then 1 
else 0 

Stock_outs(t) = Stock_outs(t - dt) + (Count_a__Stock_out) * dt 

INIT Stock_outs = 0 

Count_a__Stock_out = if Stock_raw_material = 0 then 1 else 0 

Delivery_reliability = if Deliveries > 0 then 1-(not_OT/Deliveries) 
else 1 

Mean_LT = if Deliveries > 0 then Accumulated_LT/Deliveries else 0 

Mean_LT_Production = if Cases > 0 then Accumulated_TT_Fab_S/Cases else 
0 

Mean_raw_material_inventory = Accummulated_Stock/TIME 

Delay_SS(t) = Delay_SS(t - dt) + (Receiving_Rate_Raw_Material_S - 
in_Production_SS) * dt 

INIT Delay_SS = 10*Customer_demand 

Receiving_Rate_Raw_Material_S = Customer_demand 

in_Production_SS = DELAY(Receiving_Rate_Raw_Material_S,Transfer_delay) 

First_Order_Backlog_S(t) = First_Order_Backlog_S(t - dt) + (Cus-
tomer_order_rate - Orderfulfillment__Rate_S) * dt 

INIT First_Order_Backlog_S = 0 

Customer_order_rate = Customer_demand 

Orderfulfillment__Rate_S = End_Rate__Production_S 

Fulfilled_orders(t) = Fulfilled_orders(t - dt) + (Orderfulfill-
ment__Rate_S) * dt 

INIT Fulfilled_orders = 0 

Orderfulfillment__Rate_S = End_Rate__Production_S 

Order_Backlog__Prod_S(t) = Order_Backlog__Prod_S(t - dt) + (Inter-
nal_Order_Acceptance_Rate_S - Order__Rate_Fab_S) * dt 

INIT Order_Backlog__Prod_S = 0 

Internal_Order_Acceptance_Rate_S = Customer_demand 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_raw_material) 

Production_S(t) = Production_S(t - dt) + (Order__Rate_Fab_S - 
End_Rate__Production_S) * dt 
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INIT Production_S = 0 

 TRANSIT TIME = varies 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

Order__Rate_Fab_S = min(Actual_Capacity_Fab,Stock_raw_material) 

End_Rate__Production_S = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time__distribution_Production 

Production_SS(t) = Production_SS(t - dt) + (in_Production_SS - En-
drate__Production_SS) * dt 

INIT Production_SS = 0 

 TRANSIT TIME = varies 

 INFLOW LIMIT = INF 

 CAPACITY = INF 

in_Production_SS = DELAY(Receiving_Rate_Raw_Material_S,Transfer_delay) 

Endrate__Production_SS = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time_distribution_production_SS 

Stock_raw_material(t) = Stock_raw_material(t - dt) + (En-
drate__Production_SS - Cosumed_stock) * dt 

INIT Stock_raw_material = 0 

Endrate__Production_SS = CONVEYOR OUTFLOW 

 TRANSIT TIME = Throughput_time_distribution_production_SS 

Cosumed_stock = Order__Rate_Fab_S 

Actual_Capacity_Fab = if Desired_Capacity_Production < 
Min_Capacity_Fab then Min_Capacity_Fab else 

if Desired_Capacity_Production > Max_Capacity_Fab then 
Max_Capacity_Fab else 

Desired_Capacity_Production 

Customer_demand = normal(Mean_demand,Demand_variation,1) 

Demand_variation = 10 

Desired_Capacity_Production = Order_Backlog__Prod_S/LT_production 

Flexibility__production = 0 

Lead_time_buyer = 10 

LT_orders = CYCLETIME(Orderfulfillment__Rate_S)+1 

LT_production = 6 

LT_production_SS = 2 

Max_Capacity_Fab = (1+Flexibility__production)*Required_Capacity 

Mean_demand = 100 

Min_Capacity_Fab = (1-Flexibility__production)*Required_Capacity 

Orders_on_hand = First_Order_Backlog_S 

Required_Capacity = Mean_demand 

Sigma_LT_Production = 4 
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Sigma_LT_Production_SS = 4 

Throughput_time_distribution_production_SS = nor-
mal(LT_production_SS,Sigma_LT_Production_SS) 

Throughput_time__distribution_Production = nor-
mal(LT_production,Sigma_LT_Production) 

Transfer_delay = 1 

TT_Prod_S = CYCLETIME(End_Rate__Production_S) 

11.6 Utilized Software Products 

ithink, version 8.a 

isee systems, Inc. 
Wheelock office park 
31 Old Etna road, Suite 5N 
Lebanon, NH 03766, USA 
www.isseesystems.com 

SPPS, version 14.0 

SPPS GmbH Software 
Theresienhöhe 13 
80339 München, Germany 
www.spss.com 
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Serienprodukt

154 Seiten · ISBN 3-931327-28-0

29 Installationstechnik an Werkzeugmaschinen · Abschlußseminar

156 Seiten · ISBN 3-931327-29-9

30 Nicht erschienen – wird nicht erscheinen

31 Engineering Data Management (EDM) · Erfahrungsberichte und 

Trends

183 Seiten · ISBN 3-931327-31-0

32 Nicht erschienen – wird nicht erscheinen

33 3D-CAD · Mehr als nur eine dritte Dimension

181 Seiten · ISBN 3-931327-33-7

34 Laser in der Produktion · Technologische Randbedingungen für 

den wirtschaftlichen Einsatz

102 Seiten · ISBN 3-931327-34-5

35 Ablaufsimulation · Anlagen effizient und sicher planen und betreiben

129 Seiten · ISBN 3-931327-35-3

36 Moderne Methoden zur Montageplanung · Schlüssel für eine 

effiziente Produktion

124 Seiten · ISBN 3-931327-36-1

37 Wettbewerbsfaktor Verfügbarkeit · Produktivitätsteigerung 

durch technische und organisatorische Ansätze

95 Seiten · ISBN 3-931327-37-X

38 Rapid Prototyping · Effizienter Einsatz von Modellen in der 

Produktentwicklung

128 Seiten · ISBN 3-931327-38-8

39 Rapid Tooling · Neue Strategien für den Werkzeug- und Formenbau

130 Seiten · ISBN 3-931327-39-6

40 Erfolgreich kooperieren in der produzierenden Industrie · Flexibler 

und schneller mit modernen Kooperationen

160 Seiten · ISBN 3-931327-40-X

41 Innovative Entwicklung von Produktionsmaschinen

146 Seiten · ISBN 3-89675-041-0

42 Stückzahlflexible Montagesysteme

139 Seiten · ISBN 3-89675-042-9

43 Produktivität und Verfügbarkeit · ...durch Kooperation steigern

120 Seiten · ISBN 3-89675-043-7

44 Automatisierte Mikromontage · Handhaben und Positionieren 

von Mikrobauteilen

125 Seiten · ISBN 3-89675-044-5

45 Produzieren in Netzwerken · Lösungsansätze, Methoden, 

Praxisbeispiele

173 Seiten · ISBN 3-89675-045-3

46 Virtuelle Produktion · Ablaufsimulation

108 Seiten · ISBN 3-89675-046-1
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47 Virtuelle Produktion · Prozeß- und Produktsimulation

131 Seiten · ISBN 3-89675-047-X

48 Sicherheitstechnik an Werkzeugmaschinen

106 Seiten · ISBN 3-89675-048-8

49 Rapid Prototyping · Methoden für die reaktionsfähige 

Produktentwicklung

150 Seiten · ISBN 3-89675-049-6

50 Rapid Manufacturing · Methoden für die reaktionsfähige Produktion

121 Seiten · ISBN 3-89675-050-X

51 Flexibles Kleben und Dichten · Produkt-& Prozeßgestaltung, 

Mischverbindungen, Qualitätskontrolle

137 Seiten · ISBN 3-89675-051-8

52 Rapid Manufacturing · Schnelle Herstellung von Klein- 

und Prototypenserien

124 Seiten · ISBN 3-89675-052-6

53 Mischverbindungen · Werkstoffauswahl, Verfahrensauswahl, 

Umsetzung

107 Seiten · ISBN 3-89675-054-2

54 Virtuelle Produktion · Integrierte Prozess- und Produktsimulation

133 Seiten · ISBN 3-89675-054-2

55 e-Business in der Produktion · Organisationskonzepte, IT-Lösungen, 

Praxisbeispiele

150 Seiten · ISBN 3-89675-055-0

56 Virtuelle Produktion – Ablaufsimulation als planungsbegleitendes 

Werkzeug

150 Seiten · ISBN 3-89675-056-9

57 Virtuelle Produktion – Datenintegration und Benutzerschnittstellen

150 Seiten · ISBN 3-89675-057-7

58 Rapid Manufacturing · Schnelle Herstellung qualitativ hochwertiger 

Bauteile oder Kleinserien

169 Seiten · ISBN 3-89675-058-7

59 Automatisierte Mikromontage · Werkzeuge und Fügetechnologien für 

die Mikrosystemtechnik

114 Seiten · ISBN 3-89675-059-3

60 Mechatronische Produktionssysteme · Genauigkeit gezielt 

entwickeln

131 Seiten · ISBN 3-89675-060-7

61 Nicht erschienen – wird nicht erscheinen

62 Rapid Technologien · Anspruch – Realität – Technologien

100 Seiten · ISBN 3-89675-062-3

63 Fabrikplanung 2002 · Visionen – Umsetzung – Werkzeuge

124 Seiten · ISBN 3-89675-063-1

64 Mischverbindungen · Einsatz und Innovationspotenzial

143 Seiten · ISBN 3-89675-064-X

65 Fabrikplanung 2003 – Basis für Wachstum · Erfahrungen Werkzeuge 

Visionen

136 Seiten · ISBN 3-89675-065-8

66 Mit Rapid Technologien zum Aufschwung · Neue Rapid Technologien 

und Verfahren, Neue Qualitäten, Neue Möglichkeiten, Neue Anwend-

ungsfelder

185 Seiten · ISBN 3-89675-066-6

67 Mechatronische Produktionssysteme · Die Virtuelle Werkzeug-

maschine: Mechatronisches Entwicklungsvorgehen, Integrierte Mod-

ellbildung, Applikationsfelder

148 Seiten · ISBN 3-89675-067-4

68 Virtuelle Produktion · Nutzenpotenziale im Lebenszyklus der Fabrik

139 Seiten · ISBN 3-89675-068-2

69 Kooperationsmanagement in der Produktion · Visionen und Methoden 

zur Kooperation – Geschäftsmodelle und Rechtsformen für die Koop-

eration – Kooperation entlang der Wertschöpfungskette

134 Seiten · ISBN 3-98675-069-0

70 Mechatronik · Strukturdynamik von Werkzeugmaschinen

161 Seiten · ISBN 3-89675-070-4

71 Klebtechnik · Zerstörungsfreie Qualitätssicherung beim flexibel au-

tomatisierten Kleben und Dichten

ISBN 3-89675-071-2 · vergriffen

72 Fabrikplanung 2004  Ergfolgsfaktor im Wettbewerb · Erfahrungen – 

Werkzeuge – Visionen

ISBN 3-89675-072-0 · vergriffen

73 Rapid Manufacturing Vom Prototyp zur Produktion · Erwartungen – 

Erfahrungen – Entwicklungen

179 Seiten · ISBN 3-89675-073-9

74 Virtuelle Produktionssystemplanung · Virtuelle Inbetriebnahme und 

Digitale Fabrik

133 Seiten · ISBN 3-89675-074-7

75 Nicht erschienen – wird nicht erscheinen

76 Berührungslose Handhabung · Vom Wafer zur Glaslinse, von der Kap-

sel zur aseptischen Ampulle

95 Seiten · ISBN 3-89675-076-3

77 ERP-Systeme - Einführung in die betriebliche Praxis · Erfahrungen, 

Best Practices, Visionen

153 Seiten · ISBN 3-89675-077-7

78 Mechatronik · Trends in der interdisziplinären Entwicklung von 

Werkzeugmaschinen

155 Seiten · ISBN 3-89675-078-X

79 Produktionsmanagement

267 Seiten · ISBN 3-89675-079-8

80 Rapid Manufacturing · Fertigungsverfahren für alle Ansprüche

154 Seiten · ISBN 3-89675-080-1

81 Rapid Manufacturing · Heutige Trends –

Zukünftige Anwendungsfelder

172 Seiten · ISBN 3-89675-081-X

82 Produktionsmanagement · Herausforderung Variantenmanagement

100 Seiten · ISBN 3-89675-082-8

83 Mechatronik · Optimierungspotenzial der Werkzeugmaschine nutzen

160 Seiten · ISBN 3-89675-083-6

84 Virtuelle Inbetriebnahme · Von der Kür zur Pflicht?

104 Seiten · ISBN 978-3-89675-084-6

85 3D-Erfahrungsforum · Innovation im Werkzeug- und Formenbau

375 Seiten · ISBN 978-3-89675-085-3

86 Rapid Manufacturing · Erfolgreich produzieren durch innovative Fertigung

162 Seiten · ISBN 978-3-89675-086-0

87 Produktionsmanagement · Schlank im Mittelstand

102 Seiten · ISBN 978-3-89675-087-7

88 Mechatronik · Vorsprung durch Simulation

134 Seiten · ISBN 978-3-89675-088-4

89 RFID in der Produktion · Wertschöpfung effizient gestalten

122 Seiten · ISBN 978-3-89675-089-1



122 Schneider, Burghard

Prozesskettenorientierte Bereitstellung nicht formstabiler Bauteile
1999 · 183 Seiten · 98 Abb. · 14 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-559-5

123 Goldstein, Bernd

Modellgestützte Geschäftsprozeßgestaltung in der Produktentwicklung
1999 · 170 Seiten · 65 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-546-3

124 Mößmer, Helmut E.

Methode zur simulationsbasierten Regelung zeitvarianter Produktionssysteme
1999 · 164 Seiten · 67 Abb. · 5 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-585-4

125 Gräser, Ralf-Gunter

Ein Verfahren zur Kompensation temperaturinduzierter Verformungen an Industrierobotern
1999 · 167 Seiten · 63 Abb. · 5 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-603-6

126 Trossin, Hans-Jürgen

Nutzung der Ähnlichkeitstheorie zur Modellbildung in der Produktionstechnik
1999 · 162 Seiten · 75 Abb. · 11 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-614-1

127 Kugelmann, Doris

Aufgabenorientierte Offline-Programmierung von Industrierobotern
1999 · 168 Seiten · 68 Abb. · 2 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-615-X

128 Diesch, Rolf

Steigerung der organisatorischen Verfügbarkeit von Fertigungszellen
1999 · 160 Seiten · 69 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-618-4

129 Lulay, Werner E.

Hybrid-hierarchische Simulationsmodelle zur Koordination teilautonomer Produktionsstrukturen
1999 · 182 Seiten · 51 Abb. · 14 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-620-6

130 Murr, Otto

Adaptive Planung und Steuerung von integrierten Entwicklungs- und Planungsprozessen
1999 · 178 Seiten · 85 Abb. · 3 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-636-2

131 Macht, Michael

Ein Vorgehensmodell für den Einsatz von Rapid Prototyping
1999 · 170 Seiten · 87 Abb. · 5 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-638-9

132 Mehler, Bruno H.

Aufbau virtueller Fabriken aus dezentralen Partnerverbünden
1999 · 152 Seiten · 44 Abb. · 27 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-645-1

133 Heitmann, Knut

Sichere Prognosen für die Produktionsptimierung mittels stochastischer Modelle
1999 · 146 Seiten · 60 Abb. · 13 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-675-3

134 Blessing, Stefan

Gestaltung der Materialflußsteuerung in dynamischen Produktionsstrukturen
1999 · 160 Seiten · 67 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-690-7

135 Abay, Can

Numerische Optimierung multivariater mehrstufiger Prozesse am Beispiel der Hartbearbeitung von 
Industriekeramik
2000 · 159 Seiten · 46 Abb. · 5 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-697-4
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136 Brandner, Stefan

Integriertes Produktdaten- und Prozeßmanagement in virtuellen Fabriken
2000 · 172 Seiten · 61 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-715-6

137 Hirschberg, Arnd G.

Verbindung der Produkt- und Funktionsorientierung in der Fertigung
2000 · 165 Seiten · 49 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-729-6

138 Reek, Alexandra

Strategien zur Fokuspositionierung beim Laserstrahlschweißen
2000 · 193 Seiten · 103 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-730-X

139 Sabbah, Khalid-Alexander

Methodische Entwicklung störungstoleranter Steuerungen
2000 · 148 Seiten · 75 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-739-3

140 Schliffenbacher, Klaus U.

Konfiguration virtueller Wertschöpfungsketten in dynamischen, heterarchischen Kompetenznetzwerken
2000 · 187 Seiten · 70 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-754-7

141 Sprenzel, Andreas

Integrierte Kostenkalkulationsverfahren für die Werkzeugmaschinenentwicklung
2000 · 144 Seiten · 55 Abb. · 6 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-757-1

142 Gallasch, Andreas

Informationstechnische Architektur zur Unterstützung des Wandels in der Produktion
2000 · 150 Seiten · 69 Abb. · 6 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-781-4

143 Cuiper, Ralf

Durchgängige rechnergestützte Planung und Steuerung von automatisierten  Montagevorgängen
2000 · 168 Seiten · 75 Abb. · 3 Tab. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-783-0

144 Schneider, Christian

Strukturmechanische Berechnungen in der Werkzeugmaschinenkonstruktion
2000 · 180 Seiten · 66 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-789-X

145 Jonas, Christian 

Konzept einer durchgängigen, rechnergestützten Planung von Montageanlagen
2000 · 183 Seiten · 82 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-870-5

146 Willnecker, Ulrich

Gestaltung und Planung leistungsorientierter manueller Fließmontagen
2001 · 175 Seiten · 67 Abb. · broschiert · 20,5 x 14,5 cm · ISBN 3-89675-891-8

147 Lehner, Christof

Beschreibung des Nd:Yag-Laserstrahlschweißprozesses von Magnesiumdruckguss
2001 · 205 Seiten · 94 Abb. · 24 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0004-X

148 Rick, Frank

Simulationsgestützte Gestaltung von Produkt und Prozess am Beispiel Laserstrahlschweißen
2001 · 145 Seiten · 57 Abb. · 2 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0008-2

149 Höhn, Michael

Sensorgeführte Montage hybrider Mikrosysteme
2001 · 171 Seiten · 74 Abb. · 7 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0012-0

150 Böhl, Jörn

Wissensmanagement im Klein- und mittelständischen Unternehmen der Einzel- und Kleinserienfertigung
2001 · 179 Seiten · 88 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0020-1

151 Bürgel, Robert

Prozessanalyse an spanenden Werkzeugmaschinen mit digital geregelten Antrieben
2001 · 185 Seiten · 60 Abb. · 10 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0021-X

152 Stephan Dürrschmidt

Planung und Betrieb wandlungsfähiger Logistiksysteme in der variantenreichen Serienproduktion
2001 · 914 Seiten · 61 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0023-6

153 Bernhard Eich

Methode zur prozesskettenorientierten Planung der Teilebereitstellung
2001 · 132 Seiten · 48 Abb. · 6 Tabellen · 20,5 x 14,5 cm · ISBN 3-8316-0028-7



154 Wolfgang Rudorfer 

Eine Methode zur Qualifizierung von produzierenden Unternehmen für Kompetenznetzwerke
2001 · 207 Seiten · 89 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0037-6

155 Hans Meier 

Verteilte kooperative Steuerung maschinennaher Abläufe
2001 · 162 Seiten · 85 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0044-9

156 Gerhard Nowak 

Informationstechnische Integration des industriellen Service in das Unternehmen
2001 · 203 Seiten · 95 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0055-4

157 Martin Werner 

Simulationsgestützte Reorganisation von Produktions- und Logistikprozessen
2001 · 191 Seiten · 20,5 x 14,5 cm · ISBN 3-8316-0058-9

158 Bernhard Lenz  

Finite Elemente-Modellierung des Laserstrahlschweißens für den Einsatz in der Fertigungsplanung
2001 · 150 Seiten · 47 Abb. · 5 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0094-5

159 Stefan Grunwald   

Methode zur Anwendung der flexiblen integrierten Produktentwicklung und Montageplanung
2002 · 206 Seiten · 80 Abb. · 25 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0095-3

160 Josef Gartner   

Qualitätssicherung bei der automatisierten Applikation hochviskoser Dichtungen
2002 · 165 Seiten · 74 Abb. · 21 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0096-1

161 Wolfgang Zeller

Gesamtheitliches Sicherheitskonzept für die Antriebs- und Steuerungstechnik bei Werkzeugmaschinen
2002 · 192 Seiten · 54 Abb. · 15 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0100-3

162 Michael Loferer 

Rechnergestützte Gestaltung von Montagesystemen
2002 · 178 Seiten · 80 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0118-6

163 Jörg Fährer

Ganzheitliche Optimierung des indirekten Metall-Lasersinterprozesses
2002 · 176 Seiten · 69 Abb. · 13 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0124-0

164 Jürgen Höppner 

Verfahren zur berührungslosen Handhabung mittels leistungsstarker Schallwandler
2002 · 132 Seiten · 24 Abb. · 3 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0125-9

165 Hubert Götte

Entwicklung eines Assistenzrobotersystems für die Knieendoprothetik
2002 · 258 Seiten · 123 Abb. · 5 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0126-7

166 Martin Weißenberger

Optimierung der Bewegungsdynamik von Werkzeugmaschinen im rechnergestützten Entwicklungsprozess
2002 · 210 Seiten · 86 Abb. · 2 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0138-0

167 Dirk Jacob

Verfahren zur Positionierung unterseitenstrukturierter Bauelemente in der Mikrosystemtechnik
2002 · 200 Seiten · 82 Abb. · 24 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0142-9

168 Ulrich Roßgoderer

System zur effizienten Layout- und Prozessplanung von hybriden Montageanlagen
2002 · 175 Seiten · 20,5 x 14,5 cm · ISBN 3-8316-0154-2

169 Robert Klingel

Anziehverfahren für hochfeste Schraubenverbindungen auf Basis akustischer Emissionen
2002 · 164 Seiten · 89 Abb. · 27 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0174-7

170 Paul Jens Peter Ross

Bestimmung des wirtschaftlichen Automatisierungsgrades von Montageprozessen in der frühen Phase der 
Montageplanung
2002 · 144 Seiten · 38 Abb. · 38 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0191-7

171 Stefan von Praun

Toleranzanalyse nachgiebiger Baugruppen im Produktentstehungsprozess
2002 · 250 Seiten · 62 Abb. · 7 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0202-6



172 Florian von der Hagen

Gestaltung kurzfristiger und unternehmensübergreifender Engineering-Kooperationen
2002 · 220 Seiten · 104 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0208-5

173 Oliver Kramer

Methode zur Optimierung der Wertschöpfungskette mittelständischer Betriebe
2002 · 212 Seiten · 84 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0211-5

174 Winfried Dohmen

Interdisziplinäre Methoden für die integrierte Entwicklung komplexer mechatronischer Systeme
2002 · 200 Seiten · 67 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0214-X

175 Oliver Anton

Ein Beitrag zur Entwicklung telepräsenter Montagesysteme
2002 · 158 Seiten · 85 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0215-8

176 Welf Broser

Methode zur Definition und Bewertung von Anwendungsfeldern für Kompetenznetzwerke
2002 · 224 Seiten · 122 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0217-4

177 Frank Breitinger 

Ein ganzheitliches Konzept zum Einsatz des indirekten Metall-Lasersinterns für das Druckgießen
2003 · 156 Seiten · 20,5 x 14,5 cm · ISBN 3-8316-0227-1

178 Johann von Pieverling

Ein Vorgehensmodell zur Auswahl von Konturfertigungsverfahren für das Rapid Tooling
2003 · 163 Seiten · 88 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0230-1

179 Thomas Baudisch 

Simulationsumgebung zur Auslegung der Bewegungsdynamik des mechatronischen Systems Werkzeugmaschine
2003 · 190 Seiten · 67 Abb. · 8 Tab. · 20,5 x 14,5 cm · ISBN 3-8316-0249-2

180 Heinrich Schieferstein

Experimentelle Analyse des menschlichen Kausystems
2003 · 132 Seiten · 20,5 x 14,5 cm · ISBN 3-8316-0251-4

181 Joachim Berlak

Methodik zur strukturierten Auswahl von Auftragsabwicklungssystemen
2003 · 244 Seiten · 20,5 x 14,5 cm · ISBN 3-8316-0258-1

182 Christian Meierlohr

Konzept zur rechnergestützten Integration von Produktions- und Gebäudeplanung in der Fabrikgestaltung
2003 · 181 Seiten · 84 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0292-1

183 Volker Weber

Dynamisches Kostenmanagement in kompetenzzentrierten Unternehmensnetzwerken
2004 · 210 Seiten · 64 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0330-8

184 Thomas Bongardt

Methode zur Kompensation betriebsabhängiger Einflüsse auf die Absolutgenauigkeit von Industrierobotern
2004 · 170 Seiten · 40 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0332-4

185 Tim Angerer

Effizienzsteigerung in der automatisierten Montage durch aktive Nutzung mechatronischer 
Produktkomponenten
2004 · 180 Seiten · 67 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0336-7

186 Alexander Krüger

Planung und Kapazitätsabstimmung stückzahlflexibler Montagesysteme
2004 · 197 Seiten · 83 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0371-5

187 Matthias Meindl

Beitrag zur Entwicklung generativer Fertigungsverfahren für das Rapid Manufacturing
2005 · 222 Seiten · 97 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0465-7

188 Thomas Fusch

Betriebsbegleitende Prozessplanung in der Montage mit Hilfe der Virtuellen Produktion
am Beispiel der Automobilindustrie
2005 · 190 Seiten · 99 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0467-3



189 Thomas Mosandl

Qualitätssteigerung bei automatisiertem Klebstoffauftrag durch den Einsatz optischer Konturfolgesysteme
2005 · 182 Seiten · 58 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0471-1

190 Christian Patron

Konzept für den Einsatz von Augmented Reality in der Montageplanung
2005 · 150 Seiten · 61 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0474-6

191 Robert Cisek 

Planung und Bewertung von Rekonfigurationsprozessen in Produktionssystemen
2005 · 200 Seiten · 64 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0475-4

192 Florian Auer 

Methode zur Simulation des Laserstrahlschweißens unter Berücksichtigung der Ergebnisse vorangegangener 
Umformsimulationen
2005 · 160 Seiten · 65 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0485-1

193 Carsten Selke 

Entwicklung von Methoden zur automatischen Simulationsmodellgenerierung
2005 · 137 Seiten · 53 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0495-9

194 Markus Seefried

Simulation des Prozessschrittes der Wärmebehandlung beim Indirekten-Metall-Lasersintern
2005 · 216 Seiten · 82 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0503-3

195 Wolfgang Wagner

Fabrikplanung für die standortübergreifende Kostensenkung bei marktnaher Produktion
2006 · 208 Seiten · 43 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0586-6

196 Christopher Ulrich

Erhöhung des Nutzungsgrades von Laserstrahlquellen durch Mehrfach-Anwendungen
2006 · 178 Seiten · 74 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0590-4

197 Johann Härtl

Prozessgaseinfluss beim Schweißen mit Hochleistungsdiodenlasern
2006 · 140 Seiten · 55 Abb. · 20,5 x 14,5 cm · ISBN 3-8316-0611-0

198 Bernd Hartmann
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